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RESUMO

Nesta tese, consideramos trés problemas de estabilidade para sistemas elasticos
acoplados. Cada sistema possui um mecanismo dissipativo atuando indireta-
mente. Os principais resultados sobre esses problemas sdo: a boa colocagdo do
problema, comportamento assintético com taxas explicitas (decaimento polino-
mial ou decaimento exponencial) e a otimalidade das taxas de decaimento. A
prova dos resultados € baseada na teoria de semigrupos e caracterizagdes espec-

trais para estabilidade assintética (caracterizagao de Pruss e Borichev-Tomilov).

Palavras-chave: sistema acoplado, amortecimento indireto, estabilidade

assintdtica, decaimento exponencial, decaimento polinomial, otimalidade.



ABSTRACT

In this thesis, we consider three problems in stability for coupled elastic sys-
tems. Each system has one dissipative mechanism acting indirectly. The main
results about these problems are: the well-posed, the asymptotic behavior with
explicit rates (polynomial decay or exponential decay) and the optimality of the
decay rates. The proof of the results are based on semigroup theory and spectral
characterizations for asymptotic stability (Pruss and Borichev-Tomilov charac-

terization).

Keywords: coupled system, indirect damping, asymptotic stability, exponential

decay, polynomial decay, optimality.
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Introduction

In this work, we propose to study the stability of three coupled systems that present partial
dissipative mechanisms. More precisely, we studied coupled systems that involve vibrations
of membranes or plates which will be placed in an abstract context. In this sense, we have
concentrated our efforts on those problems where the dissipation is caused by frictional type
damping or by having a memory type viscoelastic structure. To use semigroup theory, these
systems will be placed in an abstract format, establishing the operators that define them in an
appropriate Hilbert space, in this way it is possible to guarantee the existence of solutions.

Having resolved the problem about existence of solution, we direct all our efforts in the
study of asymptotic behavior. In this sense, we have some characterizations that allow us to have
decay results looking only at the behavior of the operator’s spectrum associated with the system.
These characterizations due to Pruss (exponential decay) and Borichev-Tomilov (polynomial
decay) play a fundamental role in the development of this work.

Concerning the results obtained about the asymptotic behavior of the solutions, we observed
that certain relations between the structural coefficients of the system cause the decay to become
faster or slower. These relations are generally linked to wave propagation speeds or a compari-
son between the coefficients of the dissipative term and those of the oscillating structure of the
system. The decay speed will also be affected by the fractional exponents of the memory effect
and we will see that these play a fundamental role in determining the optimal decay rates.

Many problems with dissipative effects have been widely studied in recent years, especially
with frictional and memory damping. See, for example, the impressive list of authors who
have published articles addressing these subjects: [57], [16], [23], [29], [31], [26], [34], [59],
[61], [63], [49], [4], and references therein. Even in the case of one equation (like wave or
plate), the investigations of properties in this field are a challenging problem that still have open
questions to be considered because it is possible to consider in different ways and with different

dissipative effects. In a coupled system, also there exist asks when these systems have some
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dissipative effects in the following context: if we have one dissipative equation coupled with
another conservative one then what will happen? Is it possible to consider any relationship
between all coefficient of this system in the asymptotic behavior? If there exist some decay
rates these decay are the best? Some research in this way are: [1], [12], [16], [31], [37], [9],
[76], [36] and [45].

Finally, this thesis is organized as follows: in Chapter 1 we introduce briefly the notations
and preliminary results concerning the Sobolev spaces, some inequalities, spectral properties
and semigroup theory. In Chapter 2 we study the coupled system with two waves whose one
equation is conservative and the other has a frictional dissipation and delay term. In Chapter 3
we study a class of equations that generalize wave or plate equations with fractional memory.
In Chapter 4 we present a study of a coupled system with wave and plate equation endowed
with fractional memory dissipation in both equations. We study these effects in many ways.
In all chapters, for each coupled system we have shown the well-posed, results of asymptotic

behavior with explicit rates and optimal decay rates.



Chapter 1

Preliminaries

At this moment we will introduce some important results to help us understand all the de-
velopment of this work. For more details about proof or comments of all results presented here,

we advise the references [14], [21], [22] and [64].

1.1 Sobolev spaces and inequalities

Initially, let €2 be a bounded domain of R™ with smooth boundary denoted by 0€). We define
a multi-index o = {ay, a9, ,a,} € N with |o| = a1 + -+ + «, and

aa1+"‘+anu
D% =

Qe + -+ Oxon’

Definition 1.1. Let’s consider [ : () — C a measurable function. If

Loy = ( / |f<x>|p)” < oo,

where p € [1,00) then f € LP(Q2). For m € N, we define the space WP (2) as
WmP(Q) = {u € LP(Q); D% € LP(Q), for each multi-index || < m}.

It is possible to prove that W™P(Q) is a Banach space with the norm

lallwma(©) = | 37 1D ull,

la]<m
When p = 2, we denote the space W™P(§)) by H™(QQ) (or eventually just H™) where this is
a Hilbert space. Note that H°(Q)) = L%*()). Moreover, C*(Q2) (1 < k < o) will denote the

space of k times continuously differentiable functions on §.

3
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In addiction, if we consider C§(Q) = {u € C*(Q)| supp u C Q} , we define Wi (Q) as
the closure of this space in the space WP (Q)). In short, we see the space Wy""(Q) as all
functions uw € W™P(Q) such that “D“u = 0 on 0", for |a] < m — 1, however this idea is
more general because involve traces theory. For a careful analysis, some relevant references

are [14] and [22].
The next theorems are about inequalities that we will use a lot on development of this thesis.

Theorem 1. (Holder inequality) Let w € LP()) andv € L1(Q)), where 1 < p < 00,1 < ¢ < o0

1 1
with — + — = 1. We have uwv € L*(Q) and also
p q

/\uv\d:l: < [lull g llollacey.
Q

Proof. See [22]. u

Theorem 2. (Young inequality) Let a and b nonnegative real numbers with 1 < p < oo and

1 1
1 < q < oo such that — + — = 1. For ¢ > 0 there exists C'(¢) > 0 such that
p g

ab < ea? + C(e)b.
Proof. See [22]. n

Theorem 3. (Poincaré inequality) If Q) is a bounded domain in R™ and u € H} (), then there

exists a positive constant C' > 0, depending only on 2, such that
Proof. See [22]. u

Definition 1.2. (Sesquilinear form) Let H a complex vector space. Amap a : H x H — Cis

a sesquilinear form if for all x,y, z,w € H and ¥V A, \y € C,
i) a(r+y,z+w)=a(z,2)+alz,w) + aly, 2) + a(y, w);
i) a(Mz, \ay) = M a(z, y).
Moreover, we say:
iii) the map is called bounded if there exists L1 > 0 such that

la(z, y)| < Lillzllullylla, ¥o,y e H;
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iv) the map a is coercive if there exists Lo > 0 such that
Re a(u,u) > Ly|ul||3, Yu€ H.
Theorem 4. (Lax-Milgram) Let H be a complex Hilbert space and a : H x H — C a sesquilin-

ear form, bounded and coercive. If f € H', where H denote the dual space of H, then there

exists a unique v € H such that
a(u,v) = f(u), Yue H.

Proof. See [40]. (]

1.2 Some definitions about Semigroups Theory and Spectral

Properties

In this section, we present some definitions about semigroup theory of operators. These
properties are important to develop the well-posed and asymptotic behavior of all problems in

this thesis.

Definition 1.3. Ler X be a Banach space with norm || - ||. A family {T'(t) }+>o of bounded linear

operators in X is called a strong continuous semigroup (or Cy — semigroup) if:
(i) T(0) = I, where I is the identity operator in the set of all bounded linear operator in X;
(ii) T(t+s)=T(t)T(s),Vt, s € RT;
(iii) For each x € X, limy o+ || T(t)x — z|| = 0.
Theorem 5. If {T'(t) }1>0 is a Cy — semigroup then there exists M > 1 and w > 0 such that
|T(#)] < Me¥*, vt > 0.
Proof. See [64]. (]

Remark 1. If M = 1 and w = 0 in Theorem 5, then the semigroup is called semigroup
of contractions. This remark is important because the semigroups that are generated by our
operators, in this thesis, always will be of contractions. Moreover, the semigroup is said to be

exponentially stable if there exist positive constant w and M > 1 such that

IT(#)|| < Me™",¥t > 0.
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Theorem 6. If v € X and {T'(t)} is a Cy — semigroup, then the function t — T(t)x is

continuous on [0, +00).

Proof. See [64]. ]

From Theorem 6 it is possible to define:

Definition 1.4. Let X be a Banach space and {T(t)},., a Co—semigroup. The linear operator
A:D(A) C X — X defined by

T(t)x —
D(A) = {:U € X such that 3 lim M} :
t—0t t

and

Ay e Ly LR —2
t—0+

, Yz e D(A),
is called the infinitesimal generator of the semigroup {T'()},5

The next theorem gives us the answer to how it is possible to solve the abstract problem

d
ZU(t) = AU ()

(1.1)
U(O) = UO)

when A is the infinitesimal generator of the Cy — semigroup.

Theorem 7. If {T'(t)},-, is a Co — semigroup and A is the infinitesimal generator, then given

x € D(A), we have T'(t)x € D(A), Yt >0, and

%T@m—AT@x—T@Ax (1.2)

d
In particular, if we take the function u(t) = T(t)x then it satisfies au(t) = Au(t). So, from

Theorem 7 is possible to solve the abstract problem (1.1) if we show that operator A is the

infinitesimal generator of the Cy — semigroup.

Proof. See [64]. (]
The next results can be found at [14], [22] and [44].

Definition 1.5. Let A be a linear operator in a Hilbert space H. It is called the resolvent set of

operator A the set
p(A) = {)\ € C; M — Ais injective; Im(\ — A) = H; (M — A)"Lis bounded}

Moreover, the set 0(A) = C\ p(A) is called spectrum of A.
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Definition 1.6. Let A : D(A) C H — H a densely defined linear operator in a Hilbert space
H. The adjoint operator is given by A* : D(A*) C H — H, where
D(A*) ={v € H; 3" € H such that Yu € D(A), (Au,v)g = (u,v") g},
and A*v = v*. When A* = A we say that this operator is a self-adjoint.
Definition 1.7. We say that a operator A : D(A) C H — H is positive if
(Au,u)yg > 0,YVu € D(A).

Definition 1.8. Let A a linear operator with p(A) # 0. We say that A has compact resolvent if

for one Ny € p(A) we have that (\gI — A)~" is a compact operator.
From this definition we can enunciate the next result.

Theorem 8 (Spectral Properties). Let’s consider A a positive and self-adjoint operator with
compact resolvent on a complex Hilbert space with dimH = oo. We have that H has an
orthonormal basis of eigenvectors of A where the eigenvalues are a positive real sequence

(An)nen satisfying lim A, = oc.
n—oo
Proof. See [69]. (]

Theorem 9. If A is a positive self-adjoint operator on H, then there is unique positive self-

adjoint operator B on H such that B> = A.

Proof. See [69]. (]
Supported by [11], [15],[21] and [69], we will define fractional powers A® of a positive self-
adjoint operator A on a Hilbert space. For this, let’s consider the spectral theorem of unbounded

self-adjoint operators.

Theorem 10. Let A be a self-adjoint operator on a Hilbert space H. Then there exists a unique

spectral measure EE = E 4 on the Borel oc—algebra B(R) such that

A= /R MEAN),

in particular, the fractional power A%, for any « of a positive self-adjoint operator A is defined

by
Ao = / NdEL (N,
0

which is also a positive self-adjoint operator.
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Proof. See [69] ]

Furthermore, due to [39] we have for any o > (:
(i) D(A”) C D(47),
(i) D(A%) is dense in D(AP),
(iii) the continuous embedding D(A%) — D(A?),
(ii1) and the fundamental property of powers
A%APg = AP A%y = APy,
for z € D(A"), with v = max {«, 5, + B} .

The next result is about an important inequality for fractional operators. This result is im-

portant to conclude the estimate in the polynomial decay rates.

Theorem 11 (Interpolation Inequality). If o < 3 < ~, then there exists a constant L :=
L(«, B, ) such that

oy 2=E 6-a
1A% < L A% | Ava]| =,
forevery x € D(AY).

Proof. See [21] for the proof and more details about fractional operators. |
In order to obtain that A is the infinitesimal generator of the Cy — semigroup we need to

the next results.

Definition 1.9. Let H be a Hilbert space. The operator A is called dissipative operator when
forall z € D(A),
Re (Az,z), <0.

Theorem 12. (Lumer-Phillips’s Theorem) Let A be a linear operator in a Hilbert space H with
dense domain D(A) in H. If A is dissipative and there exists Ao > 0 such that Im(\ol — A) =

X, then A is the infinitesimal generator of the Cy — semigroup of contractions on X.

Proof. See [64]. ]
Normally, the Theorem 12 is used to show the well-posed of partial differential equations.

In this case we will use a variant of this theorem.
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Lemma 13. Let S : H — H be a continuous linear operator with continuous inverse. If
B e L(H) and

1
IBIl < o7
1Sl

then S + B is a continuous linear operator with continuous inverse.

Proof. See [14]. n

The following theorem can be found at [44].

Theorem 14. (Variant of Lumer-Phillips’s Theorem) Let A be a linear operator with domain
D(A) dense in a Hilbert space H. If A is dissipative and 0 € p(A), then A is the generator of

a Cy-semigroup of contractions on H.

Proof. By hypothesis we have A invertible. Furthermore A\l — A = A(MA™! — I). Taking
S = —Tand B = AA~! we have

1
[

for [\ < HAl—‘lH' From Lemma 13 we have that AA~! — T is invertible. Moreover, we can

1B = XA = A A7 <

assert that A/ — A is also invertible because is the composition between two invertible operator.
As a conclusion, from Theorem 12 follows that A is the infinitesimal generator of the Cjy —
semigroup of contractions on X. [

Finally, we will present some results about asymptotic behavior.

Theorem 15 (Exponentially stable). Let A be the generator of a bounded Cy-semigroup of

contractions on a Hilbert space H denoted by ‘4. Then ' is exponentially stable if and only
if
iR C p(A) and limsup||(iX] — A)7}| < oco.
[A| =00
Proof. See [35]. (]

Theorem 16 (Borichev and Tomilov’s Theorem). Let A be the generator of a bounded Cy-

semigroup on a Hilbert space H such that iR C p(A). We have that
e Us|| < 0Dl pay, Yt >0, Uy € D(A),
if and only if,
lim sup |A| 77| (iA — A) 7| < oo.

[A| =00

Proof. See [13]. (]



Chapter 2

Stability and instability results for coupled

waves with delay term

In this chapter, we will study a coupled system of two wave equations. One of these equa-
tions is conservative and the other has damping and delay terms. If the damping acts with more
force than the delay term, we show polynomial stability for strong solutions to the system. Ex-
plicit decay rates are found and the optimality of those are discussed. On the other hand, if
the damping acts with the same or less force than the delay term, then we obtain a result of
asymptotic instability by constructing a sequence of time delays and initial data such that the

solutions are not asymptotically stable.

2.1 Motivation

Nowadays, questions about the asymptotic behavior of solutions for PDEs with time de-
lay effects have become interesting for many authors, mainly because this effect appears in
many areas of sciences as biology, electrical engineering systems, mechanical applications, and
medicine (see [33]). Furthermore, is known that this effect may destroy the stabilizing prop-
erties of a well-behaved system. In the literature, several examples illustrate how time delays
destabilize some internal or boundary control system. We are going to mention some of them:

Nicaise et al. [53] considered the damped wave equation
Uy — Au+ a(z)[pug(t) + poug(t — 7)) =0 in Q x RT,

satisfying Dirichlet and Neumann conditions on complementary parts of the boundary 0f2. The

nonnegative coefficient a is strictly positive in a part of {2 C R" satisfying the geometric control

10
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conditions. They showed that if 11, po are positive numbers such that

M1 > o, 2.1

then, the solutions decay exponentially to zero with the energy norm. When the condition (2.1)
does not hold, that is, p1; < o9, they found an explicit sequence of time delays that destabilize
the system.

Following this way, the authors [4] and [30] studied the wave equation with memory and

delay term
uy — Au + / pu(s)Au(t —s) ds + rkug(t —7) =0 in Qx RT,
0

satisfying Dirichlet conditions on the boundary 0f). They showed that if the kernel ;. of the
memory is exponentially decreasing and the coefficient « is small, then the solutions of this
equation decrease exponentially. Instability results for large coefficients x were not considered.
The asymptotic stability for other damped equations with delay term acting in the interior
of {2 was studied by other authors. Some of them can be found in [7, 38, 42, 54, 55, 74, 75, 78].
They all obtained the same result: exponential decay for the solutions of the studied problem.
In some problems, a time delay occurs on the boundary. For example, Xu et al. [77]

considered the unidimensional wave equation
Uy — Uge = 0, (x,t) € (0,1) x RT,
with following boundary conditions
w(0,t) =0, wuy(l,t) = —rpu(1,t) — k(1 — pu(1,t —7),

were £ > 0, u € (0,1). They showed that this system is exponentially stable if ;1 > 1/2 and
unstable if ;1 < 1/2. For the critical case ¢ = 1/2 they considered 7 € (0, 1) obtaining the
following results: the system is unstable when 7 is rational and asymptotically stable when 7
is irrational. The n-dimensional case was studied by Nicaise et al. [53] obtaining the same
result when ¢ > 1/2. For pn < 1/2, they showed that the system is unstable for a sequence
of time delays 7,,. Other problems with delay term acting on the boundary can be found in
[19, 20, 25, 54, 56, 65].

Other researchers have focused their efforts on studying the asymptotic stability of problems
whose damping mechanisms act indirectly. This kind of problem was introduced by Russell in

[66]. In these problems, the conservative part of the material absorbs the dissipative properties
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of indirect damping leading to the possibility of a global stabilization. But the technical difficul-
ties for getting appropriate estimates for the conservative part are not simple; they are difficult
and challenging.

In this chapter, we are interested in study the asymptotic behavior of a coupled system with

indirect damping and delay time. The system is given by

prug — BrAU+ av + pyug(t) + poug(t —7) =0 in Q x RT,

(2.2)
P2V — PoAv +au =0 in Q x RT,
satisfying the boundary conditions
u=0, v=0 on 00 xR, (2.3)

and initial data
U(O) = Uy, U(O) = Vo, ut<o) = Uz, /Ut(()) = VU1, ut(_s) = ¢($), S (077_)7 ¢<O) = U1(24)

Here (2 is a bounded open set of R with smooth boundary 0f2. The coefficients p1, p2, 51, 5o,

[41, [o are positive, the coupling coefficient satisfies the condition

0 <lal <7V Bife, (2.5)

where 7 is the first eigenvalue of the operator —A : H?(Q) N H} () C L*(Q) — L*(Q).
Alabau et al. [1] studied the coupled system (2.2)-(2.4) for the case ps = 0 and p; = py =
B1 = P2 = 1. This means that the system does not have delay and the equations have the same

wave propagation speeds (define in equation (2.6)). In this case, the coefficient

Xo = é — & (2.6)
pL P2

is zero. They showed that the semigroup cannot be exponentially stable but it decays polynomi-
ally with the rate ¢~/2 for strong solutions. The optimality of this decay rate was not provided.
When the equations have different wave propagation speeds, the situation is completely differ-
ent, the semigroup decays slower. This study was done by Oquendo et al. [61], who showed
that the semigroup decay polynomially with the optimal rate ¢~/* for strong solutions. We will
see that the relations xo = 0 and x, # 0 also play an important role in the stabilization of the
system with time delay (2.2)-(2.4). Studies about stabilization of other coupled systems and
wave propagation speeds can be found in [2, 12, 24, 60] and [52] respectively.

Our main results are on the asymptotic behavior of the strong solution of system (2.2)-(2.4).

We summarize our results in the following items:
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e If (2.1) holds, that is, if the damping acts with more force than the delay term, then the
solution decay polynomially with the following rates: t~/2if yo = 0 and t~/*if y, # 0

(see Theorem 18).
* The decay rates in the previous item are the best (see Theorem 21).

e If (2.1) does not hold, that is, ;11 < us, for suitable time delays, the solutions can oscillate.
Consequently, the solutions do not decay to zero. This result is independent of the value

that o assumes (see Theorem 22).

2.2 Well-Posedness

In this section, we will prove that system (2.2)-(2.4) is well-posed by using the semigroup

theory. To put this system in an abstract framework, we introduce the function

z(z,t,s) = u(x,t —s), se€l0,7], x€.

From this definition we see that z satisfies z; = —3d,z. Therefore, if we consider the vector
U(t) = (u(t),v(t), u(t),v(t), z(t,-)), the coupled system (2.2)-(2.4) can be written as

d

%U(t) =BU(t), U(0)=U,, (2.7)

where Uy = (ug, vo, u1, v1, ¢) and the operator B is given by

BU = (0, v, pr* {BiAu — av — it — poz(1)}, pyt {Bolv — au}, —0sz),

for U = (u,v,u, v, z). Here the point on top of this terms is just a notation, it does not mean

the time derivative. We will define this operator in an appropriate subspace of the Hilbert space
X = Hy(Q) x Hy () x L*(Q) x L*(Q) x L*(0,7; L*(Q)),
provided with inner product
(Ur,Ua) = pa(ig, tg) + palvn, 02) + B1(Vur, Vug) + B2(Vur, V)
+a(ur, vo) + vy, ug) + 1y /OT(zl(s), 29(s)) ds.

Here (-, -) denotes the inner product in L?(2). With these considerations, the natural domain of

the operator B is defined by

D(B) = {U e X a0 HHQ),u,v e HAQ) N HL(9),
.2 € L2(0,7; L3()), 2(0) = u}
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To show the well-posedness of the Cauchy problem (2.7) it suffices to prove that the operator
B is the generator of a Cy- semigroup. For this, we will use a variant of Lumer-Phillips’s

Theorem enunciated in Theorem 14 to conclude the following result.

Theorem 17. Assume (2.1) and (2.5). For initial data Uy in D(B) there exists one solution of

problem (2.7) in the following space
U € C([0,4o0[; D(B)) N C*([0, +00[; X).

Proof. We are going to verify that B satisfies the conditions of Theorem 14. First, let us see that

D(B) is dense in X . Let U = (u, v, 1, v, z) € X, then there exists a sequence
(tny Uy T, Oy 1) € (H?(2) N Hy ()% x (Hy(2))* x Gy (0,73 Hy ()

such that (ty,, vy, Uy, On, M) — (u,v,1,0,2) in X. Let us take ¢, € C[0, 7] satisfying the
conditions ¢,,(0) = 1 and ¢,, — 0in L?*(0, 7), then considering the sequence z,, := ¢, U, + M,
we have z,(0) = 1, and 2z, — zin L?(0, 7; L*(92)). Therefore, (t,,, Un, U, Un, 2,) € D(B) and
(Un, Uny Uy Upy 2n) — (u, v, 0,0, z) in X. Consequently, D(B) is dense in X.

On the other hand, considering U = (u, v, 4,0, z) € D(B), performing a simple computa-

tion gives

Re(BU,U) = —% /Q |u|2dx—% /Q |2(7)|2dz — jsRe /Q 2(7)udz.

Applying Holder and Young inequalities we get

Re(BU,U) < w (/Q\u\Qdm—i—/Q\z(T)]de), (2.8)

which is non-positive because 1> < ;. Therefore, the operator B is dissipative.
Remains to show 0 € p(B). Let F' = (f1, fo, f3, f1, f5) € X. The vector U = (u, v, u, 0, z)

is solution of system BU = F' if and only if

w = fi in H(Q), (2.9)

v o= fy in Hy(%), (2.10)

1 (BLAU — av — i — ppz(T)) = f3 in L*(Q), (2.11)
Py (BoAv —au) = fy in L*(Q), (2.12)

~0,z = f5 in L*(0,7; L*(Q)). (2.13)
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Taking the expression

2(s) = — /08 fs(r)dr, s e€]0,7], (2.14)

it is solution of (2.13) and moreover we have z(0) = @. Consequently, by Poincaré and Holder

inequalities, there exists C' > 0 such that
I2(T) |72y < CIF|?* and / 12(5) |72 (yds < C||F||. (2.15)
0
Now, using (2.9) and (2.10), the equations (2.11)-(2.12) can be written as

Bi1Au — av = gy,
(2.16)

BeAv — au = ga,
where g1 = p1fs + 1 f1 + poz(7) and go = po fy. Denoting with W = (u, v), this system can
be placed in a variational problem

a(W,®) = (G, ®), V&= (p,0) € (H(Q)",

where the sesquilinear form a(-, -) and G are defined by

a(W,®) = 51/Vqupdx+oz/vg0dx+ﬁg/VUV@Z)deroz/uwdx,
Q Q Q Q

(G, ®) = — /Q grpdr — /Q gotdz.

From this definition we have that a(, -) is continuous and G € (L(2))>. Therefore, if we
verify that a(-,-) is coercive, by Lax-Milgram’s Theorem and elliptic regularity we have the
existence of strong solutions for (2.16). Consequently, we have a unique solution U € D(B) of
system (2.9)-(2.13).

Coercivity of a(-,-): condition (2.5) implies there exists # € (0, 1) such that |a| < 0v,v/B1 3.

Thus, applying Holder, Poincaré and Young inequalities, we obtain

2|a|/ luwvlde < 2|af (/ |u|2dx> (/ |v|2da7)
Q 0 Q
1 3 3
2ol - (/ |Vu]2d:c> (/ yw%m)
71 \Ja Q

<
< 9(51/ |Vu|2dzv>2 (ﬁg/ |Vv|2das)2
Q Q
< 65 (/ \Vu|2dx) + 65, </ ]Vv\zdx) : (2.17)
Q Q
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Using the above estimate we get

a(W,W) = /|Vu\ da:—l—ﬁg/ Vol dx+2aRe/uvdx

v

/]Vu] de+(1—6 /]Vv| dx, (2.18)

that is, a(-, ) is coercive.

On the other hand, applying Young and Poincaré inequalities we have

(G, W) < 6{/|Vu|2d$+/|VU\2dx}+C’(e){/ |gl|2dx—|—/|gg|2dx}
Q Q Q Q
< e{/|Vu|2dx+/|Vv|2dx}+0(e)||F||2.
Q Q

Since a(W, W) = (G,W), computing e sufficiently small in the above estimate and using

inequality (2.18) we get
/\Vu|2d:c—|—/ |Vo|?dx < C|| F|)*.
Q Q
From estimates (2.9), (2.10), and (2.15) imply that
U]l < C||F]|,

that is, 0 € p(B). Therefore, by Theorem 14, the operator B is the generator of a semigroup of
contractions and therefore we say that the solution of abstract system (2.7) is given by U(t) =

BtBUQ,t > 0. |

Remark 2. For ji; < po also there exists solution using an argument by perturbation on oper-

ator.

2.3 Polynomial decay

In this section, we will see that the semigroup of system (2.2)-(2.4) for initial strong data
decays polynomially when the time tends to infinity. The results will be obtained using a spec-
tral characterization for polynomial decay due to Borichev and Tomilov enunciated in Theorem
16.

The main result of this section makes the relations between all coefficients of the system

(2.2)-(2.4) and under certain conditions, it shows the decay rates.

Theorem 18. Let «, x( satisfying (2.5)-(2.6). If the coefficients ji1, jo satisfy (2.1), then the

semigroup e'® of the system (2.2)-(2.4) has the following asymptotic behavior:
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1. If xo = 0, the semigroup decays polynomially with decay rate t /2, that is, there exists
C > 0 such that

C
e Tol| < mHUoHD(B), Vit>0, Uye D(B).

1/4

2. If xo # 0, the semigroup decays polynomially with decay rate t="/*, that is, there exists

C > 0 such that

C
||6tBUOH < m”Ug”D(B), V> 0, Uy € D(B)

To prove this theorem, we need some prior estimates. In this sense, we will first show some

lemmas.

Lemma 19. Assume the hypothesis of Theorem 18. Suppose that for every A € Rand F' € X
there exists a solution U = (u,v,1,0,z) € D(B) of i\l — B)U = F. Then, there exists a

positive constant C' such that

1/2 1/2
[1oPae < ¢ |l ([1apar) ([ iitac)+ [ upa s enn
Q Q Q Q

Proof. First, note that if F' = (f1, fo, f3, f4, f5), then the components of the system (iA] —
B)U = F satisfy

iu—a = fi, (2.19)

=D = fo (2.20)

iPMAL — B1Au 4 av + pa + pez(t) = pifs, (2.21)
1P A0 — B Av 4+ au = pofa, (2.22)

iX(s)+ 052 = fs. (2.23)

In the remainder of this thesis, we will make some estimates for the solutions of this system
using several constants. In this sense, C' will denote a positive constant independent of the
solutions and it assumes different values in different places at all times.

First, note that inequality (2.8) implies

(%) [/ m|2dx+/ \Z(T)de] < CRe((iM — BYU,U) < C||F|[|U].  (2.24)
Q Q
Using this estimate together with (2.19), we get

/ ul*dz < C(IF[|IU] + 1 FII?) - (2.25)
Q
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Multiplying the equation (2.21) by v, using (2.20), integrating by parts and taking the real part

we obtain

a/ lv|*dz = Re {pl/ui)dx—i—pl/ufgdx—ﬁl/VuV@dx—,ul/uﬁdaj
Q Q Q Q Q

_/,LQ/Z(T)@dx+p1/f3@dx}. (2.26)
Q Q

In a similar way, multiplying equation (2.22) by «, using (2.19), integrating by parts and taking

the real part we have

a/ lu|*dx = Re {m/b&dz—l—pg/bﬁda} — 62/ VvVud:U—i—pg/ fwdx}. (2.27)
Q Q Q Q Q
Dividing equation (2.26) by 31, equation (2.27) by [; and performing the subtraction, we obtain

a 2 @ 2 P2 3 _

— v|fde = — ul“dr — Re —/'Uud:c—l——/v d:z:—/VvVud:c

5 @/" {B2 5 Jo

/ faudx — —/uvdaj — —/ufgda:—i- / VuVudz
Q B
uvdx +—/ dx——/ vdx}
+ht [ e+ & s

Applying Cauchy-Schwarz inequality, we get
ﬁ/wdx < 3/ yu\2da:+plp2’>‘“|/|uv|da:+ch||||U|y
51 Q ﬁZ Q

M1/ . / _
+— uvda:+— 2(7)v|dex,
o | talde + 52 | J=(ry

where Y 1s given by (2.6). Applying Young inequality and using (2.24), we have the inequality

1/2 1/2
ol ( / |a|2dx) ( / |z>|2dx) + [ Jukac+ pFl0)
Q Q Q

of this lemma, that is

/ lv|?dx < C
Q

Lemma 20. Assume the conditions of lemma 19. Then, there exists a positive constant C' such
that
/Q [0 dz < C{(xgA" + A + 1) [ FI[IU] + 1717}

Proof. Multiplying the inequality of Lemma 19 by A\? and using the estimate (2.25), we get

1/2 1/2
mw(/@ de) (/ |1>de) 2+ DIENT + IFIP | 2.28)

/ |\|?dr < C
Q
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On the other hand, from equation (2.20) we have

/]@\de < 2/]Av\2dx+2/\f2]2dx.
Q Q 0

Using this inequality, the estimate (2.28) and applying Young inequality we obtain

[1iar<c (mw ([riar)” (f1era)” + o opemon « !!F\!2>
Q
<o (v [ 1akds + 0+ DIFINT -+ HFHQ) ve( [1opar).
Q Q

Computing ¢ small enough and using estimate (2.24) we have the result of this lemma. |
Proof of Theorem 18. We are going to use Theorem 16 to show this result. Let us see that
iR C p(B). As 0 € p(B), we consider the highest positive number Ay such that | — i\g, i\o[C
p(B). Then, i\g € o(B) or —i\g € o(B). Suppose that i\g € o(B) (similary if —i\g € o(B)).
Thus, there exists a sequence of positive real numbers (\,,) such that \,, < )\, with A, — g,

and a sequence U,, = (uy,, Uy, Uy, Un, 2,) € D(B) with ||U,|| = 1 such that
[@An = B)Un|| = [[Fnl =0, as n —oo.

That is, if F}, = (fin, fon, f3n, fan, fon), then

Ay — U = f1, — 0 in Hy (), (2.29)

iIMUp — Up = fon — 0 in H}(Q), (2.30)

iP1 ATy — BLAUy, 4 vy + 1T, + 122,(T) = p1fan — 0 in L2(Q), (2.31)
P2 A Un — B2V, + ity = pofin — 0 in L?(€2), (2.32)

iMn(8) + Oszn = fsn — 0 in L*(0,7; L*(Q)). (2.33)

Now, multiplying the equations (2.31) and (2.32) by u,, and v,, respectively, integrating by parts

and summing the results, we obtain

8 / Ve, 2dz + By / Vo 2dz < 2Ja])(wn, va)]| + 1 / i Pda + 1 / iy fon|dz
Q Q Q Q

o / i Taldz + o / 2 (7) ] do
Q Q

+p2/ ]®n|2d:€—|—p2/ |Unf2n|dﬂ?
Q Q
pl/ ’f3nun|dx+p2/|f4nvn’dxu
Q Q
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and, by a similar argument used in (2.17), we have
(1-— 9)51/ |Vu,|?dr + (1 — G)Bg/ |V, |?de < ,01/ |, |+ ul/ |t 1y, |
Q Q Q Q
s [ Lnmmalde + g [ Jifde+ CIR IV
Q Q

Applying Young and Poincaré inequalities, we get

(1—-6—¢€Cp) {51/ |V, |*dz + 62/ ywnpdaz}
Q Q
<C(e) {/ |, |2 da +/ |2, (7) Pdz +/ |, |2da + ||Fn||||UnH} , o (2.34)
Q Q Q
where C), is the Poincaré constant and € is positive small number. Here, we fix € such that
(1-60—€C,) >0.
On the other hand, the inequality (2.24) implies that

Uﬂ i, |2 + /Q ’Zn(T)de} < C||Fu|||UA| = 0, (2.35)
and from Lemma 20, we obtain
|t < CLOGN X2 + D IBMITG + 152} — 0. 2.36)
Thus, using (2.35) and (2.36) in (2.34), follows that

m/ yvun\2dx+52/ |V, |2dz — 0. (2.37)
Q Q

Finally, solving (2.33) and taking into account z,(0) = ,, we have

Zn(s) = e~ Hn —i—/ fgm(a)ei’\”("_s)da,
0

which implies

/0 () By ds < C ( [P+ |rf5n|r%2<w(m>) S (2.38)

Therefore, from estimates (2.35)-(2.38) imply that ||U,|| — 0, but this is absurd because
|U,|| = 1 for all n € N. Consequently, iR C p(B).

Now, consider U = (u, v, 1,0, z) the solution of the system (iA\ — B)U = F. According to
Theorem 16, to show the polynomial decay of the semigroup e‘® it is sufficient to prove that
|U|| < CN?||F|| for |\] > 1, where 6 = 2if xo = 0, and 6 = 4 if x, # 0.

Proof of item 1: Assume that x, = 0. The inequality in Lemma 20 becomes

/ [0)2de < C{ (N + 1) |[FINIU| + |1 FI?}- (2.39)
Q
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Using this estimate, estimate (2.24) and proceeding as in (2.34) we have the inequality
8 / Vul2dz + B / VolPde < CLO2 4 1) |FIIU] +IEI?Y . (240)
Q Q

And also, proceeding as in (2.38) and using (2.24), we obtain

J e s < c( / |u12da:+|rf5HiQ<o,T;m)))
< CIFNU+1F2). 2.41)

Thus, from estimates (2.24), (2.39), (2.40) and (2.41), we get
T[> < C{NIFIT+ (717}

for |A| > 1. Applying Young inequality to the first term on the right side of this inequality, we

obtain
U < CX*||F),

that means, A\~2||(iA\I — B)~!|| is bounded. Then, by Theorem 16 the semigroup e'® decays

polynomially with the rate ¢/,

Proof of item 2: Assume that xo # 0. From Lemma 20, we have
/Q [0f2dz < C { (X2 + X2+ 1) [|FIU| + |[FI) (2.42)
Using this inequality instead (2.39), similarly to the previous case, we obtain
|U|| < CAY|F, (2.43)

for |A\| > 1. Therefore, A\=*||(i\I — B)~!|| is bounded. Then, by Theorem 16 implies that

1/4

the semigroup e'® decays polynomially with the rate t~'/#. This completes the proof of this

Theorem. n

2.4 Optimality of the decay rates

We will see that the polynomial decay rates found in previous section are the best. The main

result is given in the following theorem:
Theorem 21. The polynomial decay rates found in Theorem 18 are optimal, that is:

1. If xo = 0, the semigroup does not decay with the rate t=°, for o > 1/2.
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2. If xo # 0, the semigroup does not decay with the rate t~°, for o > 1/4.

Proof. Since —A : H*(Q) N H} () C L*(Q) — L*(Q) is a positive self-adjoint operator with
compact resolvent, its spectrum is constituted by positive eigenvalues v,,, n € N, with ~y,, — oo.

Let us denote by (e,,) the corresponding unitary eigenvectors, that is
—Ae, = Ynen, len]|=1, neN. (2.44)
If we take £}, = (0,0,0, p;'e,,0), the solution of system (i\ — B)U = F, satisfies
tu—1u = 0,
iv—0v = 0,
ipm AL — Br1Au+ v + i+ pez(t) = 0,
1PNV — B AV +au = —ey,
iXz(s)+ 0,2 = 0.
We look for solutions of the form: v = ke, v = Kae, and z(s) = n(s)e, with K1, k3 complex

numbers and 7 a complex function defined in [0, 7]. Then, replacing these terms in the above

equations gives

p1A K1 — Biynkn — akia — i Ak — pan(T) = 0, (2.45)
p2X°ka — Boynka — aky = 1, (2.46)
ixn(s) +n'(s) =0. (2.47)

Solving the ordinary differential equation (2.47) and taking into account 1(0) = i\x{, we have

n(s) = iAkie ™,

Replacing this term in (2.45), the algebraic system (2.45)-(2.46) become

/71>‘2/<¢1 — L1kl — Qkg — T ARy — z',ug)\/ile’i’\f =0,

P2 N’y — Boynka — ki = 1.

Solving this system in ko gives

G1(N?) — A + poe™™)

G1(A2)Go(\2) — a® — iAGo(N2) (g + pge=P7)’ (2.43)

Ro =
where GG; and G are polynomials given by

Gi(y) = p1y — B, Ga(y) = pay — Boyn.
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Proof of item 1: Assume that y, = 0. We consider the numbers

)\n _ ﬁZﬁ)/n
P2

, neN.

Then, we have G;(A\2) = G5(A2) = 0. With this conditions, taking A\ = \, in (2.48) the term

Ko = K2(n) becomes

A (b1 + proe”7)
Ko(n) = =
Therefore,
M1 — H2
|k2(n)] > Im(ka(n)) > = An-

Consequently, if we denote by U,, = (uy,, Un, Uy, Un, 2,,) the solution of system (i\, [ — B)U =

F,, satisfies

1 1
N N Y N e R N B R e
Q Q

«

Now, if we suppose that the semigroup decays with the rate t~ for o > %, from Theorem 16

_1
we have \,, 7 ||U, || is bounded. However, from the above inequality we obtain

1 - -
An UL > 'ulaz'uzw/pg)\i 7 —» o0 when n — oo,

which is absurd. This proves the first part of this theorem.

Proof of item 2: Assume that yo # 0. Note that the coefficient (2.48) can be written as

G1(N?) = iA(p1 + proe”™T)
Go(A?) — iAG2(AN?) (1 + pae™T)’

Ko = (2.49)

where G is given by

Go(y) := Gi(y)Ga(y) — o,

The roots of this polynomial are

2
VS s oo

where

Q
B ::&—’—&, o= —, Qg i=—.
pL P2 P1 P2
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In view of xo # 0, we firstly consider y, > 0. In this case we computing the numbers \, =

\/E, n € N, then

2
L e \/ (XO;”> + aran. (2.50)

Consequently, Go(A\2) = 0 and Go(\?) = o?/G1(A\2). Taking A = )\, in (2.49), the coefficient

Ko = Ko(n) becomes

G1(AL) = iAn(p1 + pae™™T)
— 1A G2 (A7) (i1 + poe™"2nT)
Gi(A) . GE(A)

= . . 2.51
o2 + Z)\naz(,ul ¥ pige—ar) (2.51)

Ka(n)

Moreover, from the definition of GG; and y,, we have

1, oy —X0Yn— \/ (Xom)” + 4z
p1 2

In what follows, the notation a,, =~ b,, will mean that EIE % is a positive real number. Thus,

from (2.50) and above equality we have \,, ~ 771/ 2 and Gi(\2) = v, ~ )\i. Then, using these

estimates in (2.51), we obtain
|ka(n)| > Im(ka(n)) > 6A3, (2.52)

for some § > 0 small and for n large.
Therefore, if we denote by U,, = (uy, Vp, Up, U, 2z,) the solution of the system (i, ] —

B)U = F, we get

Ul > 0/D2Ass

for n large. Consequently, if we suppose that the semigroup decays with rate t~7 with o > i,
1
from Theorem 16 we have that A, @ ||U,,|| is bounded. However, using the above estimate, we

get

_1 _1
An 7 || Unll > (5p2)\i 7 — o0 when n— oo,

which is absurd. Therefore, the decay rate /4

is optimal.

If we consider yo < 0 instead of x, > 0 is suffices to consider the sequence \,, = \/ﬁ
instead of \/E With this sequence, we similarly obtain estimates: \,, ~ 771/ 2, G1(\2) ~ A2
and (2.52). Therefore, we obtain the same result for this case. This completes the proof of this

theorem. ]
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2.5 Asymptotic Instability

In this section, we will see that if the condition (2.1) does not hold, then the system (2.2)-
(2.4), for suitable time delays, have solutions that do not decay to zero. This result is enunciated

as follows:

Theorem 22. If 111 < o, then there exists a sequence of time delays (arbitrarily small or large)

and a sequence of initial data such that the solutions of abstract system do not tend to zero.

Proof. Let us see that there exist suitable real numbers A such that i\ is eigenvalue of the

operator B. In fact, the vector U = (u, v, @, 0, 2) is a solution of (iA] — B)U = 0 if it satisfies

tAu — 1 =0,

i — 0 =0,

ipIAL — Br1Au 4+ av + pu + pgz(t) =0,
1P A0 — B Av + au = 0,

iAz(s) + 0,2 = 0,

Solving the last equation we have z(7) = ue~*7. Substituting this term and using the first two

equations, the third and fourth equations become

pl)\Qu + B1Au — av — tApu — z')\/me_““u = 0,

N2+ BoAv —au = 0.

In this point, let us see what conditions we must impose on the complex numbers ~1, ko SO that
u = kie, and v = kge, are solutions of this system. Here e,,, n € N, are the eigenvectors

(2.44). Thus, k1, ko must satisfy the algebraic linear system

fi)\‘r)

P1A? = L1y, — i + pioe -« K1

0
- . (2.53)
—« P2 X2 — By K2 0

This system admits no null solutions if the determinant of the above matrix is zero, that is

(1A% = Bivn — iM(p1 + pae” )] (p2A* = Bovn) — @ = 0.

Separating the real and the imaginary parts of this equation, we have

A (1 + p2 cos(AT)) (p2A? = Bavn) = O, (2.54)
(pl)\2 — Bivn — Ao sin()\T)) (pg)\2 — 52%1) = o’ (2.55)
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Now, our objective is to ensure the existence of suitable real numbers A and time delays 7 such

that these equations are satisfied. At this point, we choose these numbers so that

M1
cos(AT) = ——.
() M2
Note that equation (2.56) is possible because 0 < pq < po. In this case the equation (2.54) is

(2.56)

satisfied. This condition also implies that sin(A7) is one of the following numbers

2
4 1—(ﬂ>.
M2

Replacing this term in equation (2.55), it becomes

2
PIN = Bivn — Ao | £4/1 — (%) (p2A* = Boyn) = ™.

Note that

2
h(A) = ¢ pi A% — Bryn — Ao | £4/1 — (%) (p2A* = Boyn)

is a continuous function satisfying h(m) = (0 and )}LIEO h(\) = oo. Therefore, there
exists A, € (1/Bayn/pa, 00), such that h(),) = a?.
Finally, computing A = )\, in equation (2.56) we have for 7 = 7,, ¢
arccos (—%) + 2w

An
Denoting with &y (n, £), k2(n, ¢) any nontrivial solution of (2.53) when A = \,, and 7 = 7,, 4, the

. n,leN. (2.57)

Tnl =

vectors Uy, ; = (Uni, Uty Unis Un g, 2ny) With components

Unp,] = kl (n7 E)ena Un,g = kQ(?’L, E)en, un,l = iAnkl (77’7 E)@n,
Upg = Nk (n,0)en,  zni(s) = i)\ne_i’\skzl(n,ﬁ)en,

are solutions of the system (i\,/ — B)U = 0. Therefore, the functions U, ;(t) := e*'U,,

satisfy

d
aU(t) =BU(t), U(0) = U,y

On the other hand, since
10w i) = [l Uil = [Unall, ¥ >0,

we conclude that ||U,,,(t)|| # 0 when ¢ — oo. Moreover, since A, — oo when n — oo, the
previous expression for 7,,; will be arbitrarily small. However, if [ — oo then we have 7,,; will

be arbitrarily large.



Chapter 3

Decay rates for a weakly coupled system
with indirect damping given by fractional

memory effects

This chapter deals with the asymptotic behavior of a weakly coupled system of two equa-
tions which one of them has a dissipative mechanism given by a memory term. This term
depends on the fractional operator with exponent # € [0, 1]. We show that strong solutions of
the system decay polynomially with a rate that depends on both the exponent § and wave prop-
agation speeds. Optimal decay rates are found and the results show a surprising aspect: more

regular damping does not necessarily imply a faster decay.

3.1 Motivation

In the last decades, a variety of viscoelastic systems have caught the attention of many
researchers. These systems model the evolution of various problems in applied sciences and
studies on the existence of solutions and their asymptotic behavior have been published.

Some of those systems model vibrations of viscoelastic materials that, when placed in an

abstract way, they are formulated by the following equation
uy + Au — / g(s)Bu(t — s)ds = 0. (3.1
0

Here A and B are unbounded operators. Dafermos [18] was one of the first researchers that

studied the stabilizing properties of this equation. He considered A a linear positive self-adjoint

27
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operator in a separable Hilbert space and B an operator with less or equal regularity than A. He
showed that the solutions to this problem are asymptotically stable provided the kernel g in the
memory term is a positive non increasing continuous function.

Since then, many researchers have focused on establishing the best decay rates of solutions
for this problem. When both operators A and B coincide, the decay rates depend on how fast the
kernel decays, for example, kernels exponentially decreasing (or polynomially decreasing) lead
to an exponential (or polynomial) decay of solutions. These results, for example, can be found
in the following papers [17, 23, 46, 49, 50, 63]. How is the asymptotic behavior of solutions if
the operators B has less regularity than A?

Rivera and Naso [51] studied the equation (3.1) for B = A% where A is a positive self-
adjoint operator and the exponent # stands in interval [0, 1). For kernels g exponentially de-
creasing, they proved that the semigroup does not decay exponentially. However, they showed
that it decays polynomially with almost optimal rate In(¢)[In(t) /t]'/(2=2%) A similar problem
of this system applied to plate equations with rotational inertia term was studied in [62]. Here,
an optimal polynomial decay rate was obtained. Recently, Hao and Wei [34] studied the system
considered by Rivera and Naso but with short memory instead the long memory. For kernels
satisfying the condition ¢'(t) < —H(g(t)), where H is a C'"* positive increasing convex function
and H(0) = 0, they showed that the energy of this system decay with the rate s(¢) where s is
the solution of the ODE s, + ¢o H (cls%) = 05 co, 1 are positive constants and v €0, 1] (see also
[41]).

Inspired by the research of Rivera and Naso mentioned above in the scope of the problems
with indirect damping, we are interested in study the asymptotic behavior of solutions for the

following abstract system
pruy + BrAu — /000 g(s)A%u(t — s)ds + a(u —v) =0, (3.2)
P2V + PoAv + a(v — u) =0, (3.3)
subjected to initial conditions
u(0) = ug, v(0) = vy, u(0) = uyg, v:(0) = vy, u(—s) = P(s), s >0, #(0) =u;. (3.4)

Here the coefficients p1, p2, 81, B2 and « are positive constants, the parameter 6 is considered
in the interval [0, 1] and A is a positive self-adjoint operator with compact inverse on a complex

Hilbert space H.
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This kind of problem was introduced by Russell in [66] which he called “Problems with
indirect damping”. In this case, the memory damping of the first equation of (3.2)-(3.3) acts
indirectly in the second through the coupling term. Thus, the vibrations of the conservative part
absorb the dissipative properties of the damped equation leading to the possibility of a global
stabilization. But the technical difficulties for getting appropriate estimates for this system are
not simple; they can be difficult and exhausting.

Doing a search in the literature, we found some studies on the asymptotic behavior of this
type of systems which we mention below.

In [45], Matos, Almeida and Santos considered the general abstract system

uy + Aju — / g(s)Ayu(t — s)ds + Bv = 0,
0 3.5

vy + Asv + Bu = 0,
with the operator A, and Aj less regular than A; and B = «/. Considering A; a positive self-
adjoint operator and the kernel g with exponential decrease, they showed that the solutions can
not decay exponentially. However, they exhibited a polynomial decay of the energy with the rate
1 for initial data with additional regularity. The optimality of this result was not discussed.

In [31], Guesmia studied the above system considering A3 = Aj, A, less regular than A;,
and B being a bounded linear operator. Considering a boundedness condition on the past history
data was found decay rates for kernels that decrease slower than the exponential or polynomial
ones. These decay rates depend on the growth of the kernel at infinity, the regularity of the
initial data, and some relations between the involved operators.

In 2019, Jin et al [37] studied the above system considering A3 equal or more regular than
A; and A, with the same regularity than A;. They showed that the energy of system decays to
zero at least with the rate ¢t ! provided the kernel is non-increasing, integrable, and satisfy some
conditions linked to the initial data.

In [16], Cavalcanti et al. considered the above system adding a frictional damping Du; to
the first equation. Thus, computing advantage of the two dissipative terms, in a local way, they
obtained a result of “weak” stability where the decay rate is given in terms of the general growth
of the kernel at infinity and the regularity of the initial data.

Other works about the stability of solutions for similar systems can be found in [5, 29, 36,
76], and for nonlinear systems with memory terms in both equations can be found in [9, 43, 67].

Our main goal here is not only to find some decay rate for the solutions of the system

(3.2)-(3.4), but also to find the best checking if possible their optimality. The decay rates will
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must certainly depend on the parameters pi, po, 51, b2, @ and 6. The motivation to consider
these parameters in the abstract system is because we want this system to represent vibrations
of membranes or plates. This is the case when we consider for example A = —A defined
in D(A) = H?(Q) N H (), or A = A? defined in D(A) = H*(Q2) N H3(Q). When A is
the Laplacian operator —A, the system (3.2)-(3.4) models a system of two elastic waves with

propagation speeds 4/ % and ﬁ—;. Thus, the difference of wave propagation speeds given by

Xo = o @, (3.6)
1 P2

as in chapter 2, that will play an important role in this process. This term has been decisive in
the type of decay rates in other dissipative systems, some of the researches that show these facts
can be seen in [61, 47, 70, 52].

In order to obtain exact decay rates for the system (3.2)-(3.4) we will assume, as in [51], the

following conditions for the memory kernel
(

g€ CURY) N LI (RY),

9(s) = 0, ¢'(s) <0,Vs € RT,
3.7
dep € RS ¢(s) < —cy9(s),Vs € RT,

0< k:= / g(s)ds < Brag ™,
0

\

where « is the first eigenvalue of operator A.
The main result of this chapter is related to asymptotic behavior of solutions of system (3.2)-

(3.4). The results that we find are enunciated in Theorems 24-25 and 38 which synthesizing say:

* For strong initial data and yo = 0 we have the polynomial decay with rate 2w for

1.

* For strong initial data and xy, = 0 we have the polynomial decay with rate t~20 for

1 .

* For strong initial data and x, # 0 we have the polynomial decay with rate tfﬁ;

The decay rates in the previous items are the best.

Note that if we compare this results with the uncoupled equation studied in [51] where was
. 1 . .
obtained the rate £~ 2-2¢, we have a loss of speed in the decay of solutions, but these rates are

optimal. This loss is due to weak coupling of the system.
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In what follows, our results are organized in the following way: in section 3.2, we prove
well-posedness of problem (3.2)-(3.4) by semigroup theory. In section 3.3, we show polynomial
stability of this problem. Explicit decay rates are found. Finally, in section 3.4, we prove the

optimality of decay rates that were found in the previous section.

3.2 Well-Posedness

In this section, we will prove that system (3.2)-(3.4) is well-posed using semigroup theory.
As mentioned in introduction we consider A a positive self-adjoint operator with compact in-
verse on a complex Hilbert space H. The domain of this operator is denoted by D(A) and the

spaces D(AY), 0 < 1, are endowed with usual inner product
<u7 U>D(A9) = <A9u7 AeU):

where (-, -) on the right denotes the inner product in H. Besides, we have the continuous em-
bedding
D(A%) — D(A%), for §; > 0.

To consider the system (3.2)-(3.4) in an abstract framework, we introduce the function 1 :=

n'(s) defined as

n'(s) = u(t) — ult — s),

originally used by Dafermos in [18]. Thus, the system (3.2)-(3.3) turn into

/

Prug + Aou + / g(S)Aaﬁt(S)dS + a(u—v) =0,
0

P2V + BoAv 4+ a(v —u) = 0, (3.8)

1 (s) +ne(s) —u =0,

where Ay := 1A — kA for 6 € [0, 1] and & is defined in (3.7). From (3.4), the initial data for

this system are

u(0) = ug, v(0) = vg, u(0) = uy, v,(0) = vy, n°(5) = Mo(s) :=up — ¢(s), s >0. (3.9)
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Note that, as «; is the first eigenvalue of A, follows that o] is the first eigenvalue of A?, and

consequently, ||AZu||2 > o ||ul|%. For this, using this estimate we obtain, for u € D(Az):
312 L2 g 2
[AGull” = Aull A2 ull” — K[| A2 u]]
> BillAxul’ — roq!||ATE (A
= (81 — k)| Az (3.10)
1

The condition (3.7) and the above estimate implies that the norms ||AZ2u|| and ||Azu| are
equivalents in the space D(Az). With these considerations, if we consider the vector U(t) =

(u(t),v(t), us(t), ve(t), n), the coupled system (3.8)-(3.9) can be written as

%U(t) —BU(t), U(0)= DU, 3.11)

where Uy = (uy, vo, u1, v1, 1) and operator B is defined by
BU = (u, v, —py  {Agu+Dn+a(u—v)}, —py {BAv+ v —u)}, i — 6577>,

for U = (u,v,a,0,n) and Dp = / g(s)A%(s) ds, where D : My — D(A~2). Here the
0
point on top of this terms is just a notation, it does not mean the time derivative. Considering

the weighted Sobolev space My := L2(R*; D(A%)) with the inner product
(momhaa, = [ o(s)Atm. Al ds,

the operator B will be defined in a suitable subspace of the phase space
X = D(A2) x D(A?2) x H x H x M.

This Hilbert space is endowed with inner product

(Uy,Uy)x = (Agul, A§U2> + 52<A%U17 A%Uﬁ + p1 (T, ug) + p2(01, Va)
+ a(ur — v1, uz — Va2) + (M1, 12) My

for Uy = (uq,v1,71,01,m) and Uy = (ug, ve, Ug.02,7m2). The inner product (-, -) on the right is

considered in H. With these considerations, the natural domain for operator B is defined by
DB)={U e X:BUc X} = {U € X : 1,1 € D(A?), Agu+ D € H,v € D(A),n € D(as)},
where

D(0s) = {n € My; 9sn € My andn(0) =0}.

The well-posedness of Cauchy problem (3.11) is given by the following Theorem.
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Theorem 23. For initial data Uy in D(B) there exists only one solution of problem (3.11) in

following space
U € C([0,00[; D(B)) N C*([0, 00[; X).

Proof. To show this Theorem we will prove that the B is the generator of a () - semigroup of
contractions. We will use a variant of Lumer-Phillips’s Theorem enunciated in preliminaries,
that is, just verify that the linear operator B is dissipative, its domain D(IB) is dense in the phase
space X and 0 € p(B).

The density of D(B) follows from the density of set D(A) x D(A) x D(Az2) x D(A2) x
CHR*,D(A?%) in X and this set is contained in it. On the other hand, considering U =

(u,v,4,0,n) € D(B) we compute the inner product between BU and U to obtain

Re(BU,U)x = —Re/ 9(3><8s77777>D(A§) ds. (3.12)
0

Performing an integration by parts on the right side of this equation and taking into account that

n(0) =0 and lim g(s) = 0, we get
S5—00

1 e 9]
Re(BU,U)x = 5/ ()| AZn|%ds. (3.13)
0

From the condition (3.7), the right side of this equality is non-positive. Therefore, B is a dissi-
pative operator.

Finally, we are going to verify that 0 € p(B). For this, let F' = (f1, fo, f3, f1, f5) € X. The
system BU = F has solution if and only if the components of U = (u, v, u,v,n) satisfy the

following equations

i=f, in D(A?), (3.14)

b=f, in D(A?), (3.15)

—p (Agu+Dn+alu—v)) = f; in H, (3.16)
— 07 (BrAv + (v —u)) = f; in H, (3.17)
iW—0m=fs in M,. (3.18)

If we consider the following expression for 7:

0(s) = s — /0 f(ryr,

we have 77(0) = 0 and moreover, we conclude that it is a solution for equation (3.18).
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To show that n € M, we use the hypothesis (3.7) to obtain

| satalas < — [ golatylds

and in view of (3.12) and (3.13) we have

[e.e] 2 e}
| st < = [ gs)liatom atn)as
0 0

Applying Cauchy-Schwarz and Young inequalities we obtain the following estimate
> 2] ) 4 o 6 2
g(s)[Azn(s)|I” < = g(s)[[A20sn||*ds. (3.19)
0 1Jo
From (3.18) we have that d,n € My, and then the above inequality implies that n € M,.
Consequently 1 € D(0;).

Furthermore, from equations (3.16) and (3.17) we can be rewritten as follow

Apu+ a(u —v) = —py f3 — Dn,

(3.20)
BaAv + a(v — u) = —pafy.

Denoting by W = (u, v), the system (3.20) can be placed in a variational problem

a(®, W) = (G, ®), V&= (p,1p) € D(A?) x D(A?2),
where the sesquilinear form a(-, -) and G are defined by

a(@.W) = (A3, Aju) + Ba( A, A3v) + alip — v, u — v),

(G @) = (910D pa-byupady T892 ¥) pab)epiaby;

with g; = —p1 fs —Dn and g = —po f4. From this definition we obtain that a(-, -) is continuous

and G € D(A™2) x D(A™2). Moreover, taking into account that
a(W, W) = [ AGulP + Ball A%l + alju — o]
we have from estimate (3.10)
a(W, W) > (81 — kol )| A2ul® + B A2 0],

that is, the sesquilinear form a(-,-) is coercive. Therefore, by Lax-Milgram Theorem, there
exists an unique solution (u, v) € D(A2) x D(A?) for system (3.20) in a weak sense. Moreover,
from second equation of (3.20) implies that v € D(A). Similarly, from first equation we have

Apu + Dn € H. Consequently, U € D(B).
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To finish, note that

1 1 . .
IUN* = [[AGull® + BallA2v]|* + pallal® + p2lloll* + aflu — vl + [In]l4,,
= a(W, W) + pullal* + pal[0]1* + Inll s,

= (G, W)+ pullall* + p2ll0]1* + 1]l - (3.21)
From equations (3.14) and (3.15) we have
pullal® + pollo]* < CIIF|*. (3.22)
The estimate (3.19) and the equation (3.18) imply that

4 [ 0
e, < = [ slAfonlPds < C|FIE (323

1

Using the definition of the functional G and the self-adjointness of the operator A we get

(G W) < ’<gl’u>D(A’%)><D(A%)| T ‘<92’U>D(A’%)><D(A%)|
< Kprfsu) sty pady) T 10200 0) bty poaty 1P 5t bty
<CIFIUI+ [ gto) (atn(e), A%u)as.

Applying Young inequality we have

(G, W) < e|UII?+ C-{IIFI” + I3, } » (3.24)

for € positive. Using estimates (3.22), (3.23) and (3.24) in (3.21) and computing € small enough,

we conclude that
U < C|F,

that is, 0 € p(B) and then it completes the proof. u

3.3 Polynomial decay

In this section, we will show the main results of this chapter. For that, it is necessary to
invoke an important Theorem about polynomial decay due to Borichev and Tomilov (enunciated
in preliminaries). The main purpose of these results is to relate the different types of decay rates
of the solution to the system coefficients, in this way, the main difference between both is about

the speed propagation that plays an important role.
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Theorem 24. Let , = 0 satisfying the previous conditions. The semigroup e'® associated with

system (3.2)-(3.4) has the following asymptotic behavior:

(i) If 0 <6< %, the semigroup decays polynomially with decay rate t—'/>=2%) that is, there

exists C > 0 such that

C
”etBUOH S MHU’O”D(B)? Vit> O, Uo S D(B)

(ii) If 1 < 0 < 1, the semigroup decays polynomially with decay rate t='/?°, that is, there
2

exists C > 0 such that

C
€Ul < 515 llUollpe), ¥t >0, Uy € D(B).

Theorem 25. Let x, # 0 satisfying the previous conditions. The semigroup e'® associated with
system (3.2)-(3.4) decays polynomially with decay rate t=/(6=29) that is, there exists C' > 0

such that
C
||€tBUO|| < MHUOHD(B)’ Vit> 0, Uy € D(B)

The proof of these Theorems will be divided into some Lemmas. In view of this, to show
these lemmas it is considered many times the stationary problem (iA\] —B)U = F, where A\ € R
and F' = (fi, fo, f3, f1, f5). Note that for U = (u, v, u, 0, n) solution of this problem, we have

that are satisfied:

i — 1= [y, (3.25)

i — b = f, (3.26)

ipI AU+ Agu + Dn + a(u —v) = p1 fs, (3.27)
1P AU + BoAv 4+ a(v — u) = pafa, (3.28)
i)+ Oy — i = f. (3.29)

Initially, from set of hypothesis (3.7) and equality (3.13) we have
1%, < O/ —g'(s)[|A%n||*ds < CRe((IAT = B)U, U)x < C|| F|[|U]]. (3.30)
0

Lemma 26. Consider 0 € [0, 1] and F' € X. Suppose that for every A € R suchthat0 < § < ||
there exists a solution U € D(B) of stationary system (i\] — B)U = F. Then, there exists a

positive constant C's such that:
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(i) [IAZal* < X2 (| F(IIU + 1 FI)
(ii) [|AZu]> < Cs (|FIU| + | FII?) .
Proof. Note that using equation (3.29) we have
( / °°g<s>ds) 1A% 0]* = / " ()AL (Nn(s) + Dun(s) — f(5)), Abipds
= [ atiratuo. atigas + [ gts)@.atn(s), Atis
- / " g(s)(A8 fi(s), Abipds.

Thus, integrating by parts and using Cauchy-Schwarz inequality follows that

1

(/ooog<s)ds) 1AZal|* < CIA|[|A%a| (/0009<5>|\A3n(s)\|2d5>2

ropatl (- [T gelate )

wotatil ([T alatnlks)
Furthermore, applying Young’s inequality we obtain
|A%a) <C (A? | slatnlras— [ gtk
- °°g<5>||A3f5<s>||2ds) ,

where C'is a positive constant that not depends of .

From estimate (3.30) follows that
0.
[Azall* < C(NIFIUN+(IFIT+ )

then recalling that |A| > §, item (4) is obtained. Moreover, computing inner product with i\ A%u

(note that operator A? is self-adjoint), we get
A2|AZu||2 = —(iNA%u, A% f,) — (iNAZu, A27).
Using Cauchy-Schwarz and Young’s inequality follows that
N[ Azl < O A AP + | A7alP).

Moreover, by the continuous embedding D(A%) — D(A%) (in view of 6 € [0, 1]) and estimate

obtained in item (i), we have

0
N Azul? < GIIFIT] + IF11?),
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then using that |A| > ¢ the result follows. ]
The next lemma is important to understand what is the main term that we need to know the

decay rates.

Theorem 27. The solutions of equations (4.27)-(4.32) satisfy the following result
TN < Cs (lall® + l[o1* + IFINT ]+ [F]) -

Proof. Initially, let’s compute the inner product of equation (3.27) with u and equation (3.28)

with v; using equations (3.25) and (3.26) respectively we have
4G ul? + aljull® = av, u) = il - / " gle) (A%, Auyds
+ pi(a, f1) + p1(fs, ),
and
Ball A20l* + allol* — adu,v) = pallo]* + pa(o, fo) + o fa ).
Performing the sum with both these equations we have
4G ull? + Ball 3ol + alu = ] = palli]® - / " gls){Atn, Auyds + pi (i, )
+ pr(fasu) + p2| 0] + p2(0, fo) + palfa, ).
Using Young inequality, estimate (3.30) and Lemma 26 we obtain
JAGull + Ball vl + allu — o> < Cs (lall* + [0l + IF WU + | FJ2).
Furthermore, from inequality (3.30) we can conclude
I3, < CIENNUY-
In view of previous estimates, it may be concluded that

IU11* < Cs (1l + lol* + IE U]+ [1F17) -

Lemma 28. From the same hypothesis of Lemma 26 with xo = 0 we have
|43 0]|? < e AT AT 20|12 + Cll AR ull® + Co(|UNIIFI| + | FI1?),

where o <

D=
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Proof. From equation (3.27), computing inner product with A%v, using the equation (3.26)

definition of Ay and the fact that the operator is self-adjoint we obtain

—p1 (A5, A% fy) — pr(AS0, A20) + B (AUTHU, AGTH@ — / g(s) (A%, A°v)ds
0
+ [ go)an(s), A7) ds + a{ATu, AT) — al ATl = pa( o, A7)
0

In the same way, from equation (3.28), computing the inner product with A”w and using the
equation (3.25), we have

—pa(AT0, A% f1) — pa(AT0, A%4) + Bo(A = v, A >+04<A%U7A%u>
—alA%ul?* = pa{fi, A7w).

Divide by f; the first equation, by (3, the second equation and performing the sum between both
we get

%HA%UH? -3 L fs, A7) — 5 Pl (A%, A% fy) — <A2u A30) + (A%, A )

1 i o zu, A2v
_E/ g(s)(A%u, A% ds+—/ ), A% >d8+ﬂ<A A%)

1
+ P2 0A50, A5 )+ <AzorAau>—<Affu_A““ u) — L(AFv, ASu)
ﬁ2 ﬂ2 2

+ A2+ 2y, A7),
ClAFul® + 21y Am)

computing the real part and using (3.6) we have

N[

a, o a e P12 o, o, 1 >
—| A2 2:—A2u2—|—— Re(Azu, Azv +—Re/ s)(A
61” ol Az ull 5.5, 0 ( ) 5Re | 9(s)(

— 2 29y — — 2 2 — P_ 2v) — p_ o
51Re<A u, A2 v) 5 Re(A v, A%u) 5, Re(f3, A%v) ﬁlRe(u A% f3)

(n — u),A‘”Lgv)ds

ERe(v JAT 1) + ERe(h,A" u).

Note that, in view of equation (3.25), we can write (3.29) as

(3.31)

(77(5) . u) _ —8577(8) _ZAfl + f5(8),
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that is

/ g(5) (A3 (n(s) — u), A5 0hds = [ g(s)(A3u(s), iA"ATH0)ds
0 0

+/ g(s A 2 f1, 1A 1A0+2v>d

8

8

g(s)(A2 f5(s),iA T A 20)ds
0

/ J( ), IA” 1A‘”’Qv>ds

0

/0 ()AL (fy — fo(s)), AT AT ) ds. (3.32)

Substituting equation (3.32) in (3.31) and using the hypothesis y, = 0 we have
1 oo
B
1 o
+ 5—/ g(s)(Ai(fl — f5(s)),i)\_1Ag+gv)ds — %Re(ﬂ, A% fs)
1

o o [4 N1 Aol
EHAQUHZ I\A2u|\2 g/(8)<z4377(8),M LAT 30 ds

—Re(A?u A?v) — gRC<A%U Az ) — —Re<f3,A" )

B Ba ’ B
%Re( ATFD) o+ ERe(ﬂl, A%).

From Young inequality and estimate (3.30) we can conclude

|AZ0]]” < e A" AT 20| + C| ATl + Co(|FIIU | + |1F]1).

Lemma 29. In the same hypothesis of Lemma 26, we have the following estimates for o < 1
. otl o .
(i) A" 0|? < Cs (|AZ0]> + IFINU + 1 F1),
(ii) [\TTAT 0|2 < Cs (JJAZ 02+ [FIT] + 1 F)1?) -

Proof. Item (i): Computing the inner product between (3.28) and A”v we have

l\‘:h—t

Bol| AT 0|2 = pali, A7(idv)) — o AZo|]? + a{AS~3u, AS+30) + po(fa, A7),

Substituting the equation (3.26) in above equation we obtain

Bol| A% 0||? = pol| AT6||? — | A% 0|2 + AT~ 3u, AS+30)

+ p2(0, A7 fa) + palfs, A%v).
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Applying Young inequality and using Lemma 26 we have
|40l < € (1A% 0] + A% )2 + | FI|U]))
< Cs (A% + IFINUI + [1F17) -
Item (ii): Multiplying by A2 item (i) from this Lemma we have
INTAT ol < Gy (N Az + IF(UI+ 1F11)
however, from equation (3.26) follows that

o+1

INTAT]* < s (| AZ0]* + IFINUN + 1F]?) -

Lemma 30. In the same hypothesis of Lemma 26, we have the following estimates for xo = 0
(i) |AZ 0> < Cs (IFNIUI +IFI?),0 <0 < &
(i) |A=2all* < Cs (IFIIU] + [FI?), 5 <6 < 1;
(iii) | A2 0> < Co (IEU] + [ FIP) . 5 < 0 < 1.

Proof. Item (i): Performing the inner product with equation (3.27) and i\ A?~'4 we have

30

pIAAT 0|2 =6 || A%al? — k|| ATT Q2+ / g(s)(IAAZ(s), A™T d)ds
0
— QAT INAT ) 4 (AT 0, INATT 0 — (Ao fr, AT,

Using Young inequality, the continuous embedding D(Ag) — D(AgeT_Q) and Lemma 26 (item

(1)) we have

o—1 ., 6—-1 0.
AT a2 <C (AT ol + A% + X2 (1PN U] + 1))

<C (A= ol + X (IF U] + [ F1)) (3.33)
From Lemma 28, using 0 = 6§ — 1 we obtain
|4 0l < AT AT TP + AT ul? + CAUNIFN + IFIP). (334
Furthermore, from Lemma 29 (item (ii)), using ¢ = 36 — 3 we obtain

It AE )2 < G5 (AT ol + I FIT ) + | FI?) (3.35)
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Therefore, from estimates (3.34)-(3.35), Lemma 26 and ¢ small enough we can conclude that

0—1
A= o> < G (IFNNUN + IF1?) -

To finish, from (3.33) we have

0-1 .
A= all” < Cs (IFINUI -+ [1F]1%) -

Item (i1): In this item, we proceed computing the inner product with equation (3.27) and

iAA~%% (similarly to the previous item). For this we get
o . 1-0 . ) o L0 —o .
pLlAATZ * =pu|| A= | — ]|l +/ 9(s)(iAAZn(s), A= i)ds
0
— (AT u iINATO) + (AT 0, iINAT O — (Agfir, A7),

The result follows using a similar step to the one performed in item (1).
1-6

Item (iii): As 3 < 6 < 1 we have the continuous embedding D(A3) < D(A'2"). There-

fore, from Lemma 26 we obtain the result. (]

Lemma 31. In the same hypothesis of Lemma 26, we have the following estimates for xy = 0
: 9112 2 2 1
(i) [[Az0]]* < CA*([[ENU+1FI7), 0 <0 <3
(ii) | A 0l < Cs (IFINUI+ IFI?), 0 <6 < 4
(iii) [|AZ 02 < CoN2 (IFINU N +IIFI?), § <6 <1;
(iv) [[A=Z0> < G5 (IFIUN + I F)I?), $ <6 <1
Proof. Item (i): From Lemma 28 for ¢ = 6 we have

|AZ 0|2 < e ATTAT 0|2 + C(|FIIIU ]| + || FI1P).

Moreover, from Lemma 29 (item (ii)) for o = 360 — 1 we obtain

_ 36 30—1
[IATTAZ | < Cs([[AT= ol + [|FINUN + [1F[).

30—1

Applying the continuous embedding D(Ag) — D(A™z ) (because § < 1) and computing &

small enough we have

4
[Azo]* < C5(IUINE + [1F]1*).
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Therefore, from equation (3.26) we conclude the result.
Item (ii): Using equation (3.28) to compute the inner product with i\ A°~'v and substituting

equation (3.26) in this result we have
0-1 .19 0 0. 0.9 0-1 0-1 .
p2||)\A 2 UH :52<A2f2,A2U>+62||A2U|| +O!<A 2 fQ,A 2 U>
Fal|AT 0| — a{AT u iNA"T 0) + polfy, A1) (3.36)

6—1

To conclude, using Young inequality, Lemma 26 (item (ii)) with D(A2) — D(A’Z ) and
previous item (1).

Item (iii): In the same way, from Lemma 28 for o = 1 — 6 we have
A 0] < e AT AT |2+ U E + ([FI).
Moreover, from Lemma 29 for ¢ = 1 — 6 we obtain
IATAS |2 < Cs(| A 0l + [ FIU + 1F]),
considering € small enough we have
1A= 0)? < Cs(IUNIF] + I1F]).

Using the equation (3.26) we conclude the result.
Item (iv): To show this item we use the same way from Item (ii) in this Lemma with equation
(3.28) and iANA"%. [

The next results are about the case yg # 0.

Lemma 32. Consider 6 € [0, 1] and F' € X. Suppose that for every A € R such that0 < § < ||
there exists a solution U € D(B) of the stationary system (i\I — B)U = F. Then, there exists
a positive constant Cs such that

20—1 20—1

> 20-1 20-1 Cs € .0
Re [ a(s)A™F (n(s) = ), 475 oy < 2 (IFIIVI + IFIE) + 550 4%
where ¢ is a positive constant that not depends of 6 and \.

Proof. In view of equations (3.25) and 3.29 we have

s) —u= PN I

therefore

260

Re/ g(s)(AL;l(n(s)—u),A 2_1v>ds:]1+.72+[3,
0
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where

1 & 20—-1 20—1
L = —Im/ g(s)(A 2 (s), A 2 v)ds,

1 -1
= —le 3t Isn(s), A3 v)ds,

1 — 20—1
I3 = —le/ g(s)(ATfl,AeT'U)ds.
0

We will estimate I, I> and I5. Using the continuous embedding D(A2) — D(A™

11<_/

C /iK €
<= | g(s)||A? fi(s)|Pds + =t
0

) we
conclude that

Kfl

f5(s)|IPds + —

A7 2
o A%l

furthermore, integrating /5 by parts and making some calculus we have

“ (/OOO —g'(s)]|A™2 ITZ(S)HdS)

1 o 201 2
< A% P+ — (/ —g(s)]A™ n(s)Hds)
€1 0

e K [ 0)K o ’ )
bl SO [T At s

1
I, < XHA

and finally

51K1

Iy < —HA A+ = llAR

In I, estimate we used the hypothesis from (3.7), in all estimates above K; > 0 is just
the constant that appear on continuous embedding D(Ag) — D(AQOT_I) and ¢; is a positive
constant that we will choose later

From (3.30) and estimates above we obtain that

& 20-1 29 C
Re/ 9(s)(A72"(n(s) —u), A= >d8< (HFlHIUHJrHFH)
0
€1K1 [}
+ S (s 2) AR
Computing £, K (k + 2) = £ we obtain the result. ]

Lemma 33. The solution (u,v) of system (3.25)-(3.29) obtained in Theorem 23 satisfy the
following inequality:

Cs

6—1 ) ) 2, .o
|AZ v||> <Clxol||Azul|||Azv]| + ﬁllAQUH2 +— (IENMU+ 1F]1%) -

where ¢ is as in Lemma 32.
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Proof. Computing inner product of equation (3.27) with A%v, using equation (3.25) and con-
sidering the fact of A? is self-adjoint we obtain

o+1

B1{A 2 u, ATy Y — I AH(ASu, A20) —ipy \(AT fy, A%0) —/ g(s)(A%, A%v)ds
0

+/ g(s)(A%(s), A%v)ds + a(AZu, A3v) — af|A20]|? = p(fs, A%0). (3.37)
0

Similarly, from equation (3.28), computing inner product with A°u and using equation (3.26),
we have

o+1 o+1

Bol A 0, A u) — pa X2 (A% v, AZu) — ipa\(A2% fo, ASu) + a{A%v, A2u)
—al||AZu||* = pa(fa, A%u). (3.38)

Dividing equations (3.37) and (3.38) by p; and p- respectively and computing the difference of

results, we obtain

240l = SATuP + DA 0 AT ) = AT 0 AT )+ (AT, A
P1 P2 P1
- —(Aiv,A5u> — N2 (A%u, A%0) + N2 (A%v, A%u)
P2
1 > [o g
+ o g(s)(A%(n(s) — u), A%0)ds + iN(A% fy, A2u)
1.Jo

—iNAZ f1, AS0) 4 (f4, A%u) — (fs, A%0).

Computing real part of above equality and using definition presented in (3.6) follows that
LAZ0)2 = L) A% u)? + xoRe(AF u, A% 0) + (3 - —) Re(ASu, A%v)
P1 P2 P P2

+ iRe /OO g(s)(A%(n(s) —u), A%v)ds — NIm(A2 f,, A5 u)
P1 0

+ AIm(A% f1, A%v) — Re(fs, A%v) + Re(fs, A%u).

Choosing 0 = 6 — 1 we obtain the identity

6—1

|A% )2 = leA u\|2+X0—Re<A2u AS) + (1—ﬂ> Re(A T u, AT 0)

P2
20—1 20—

+1Re /0 " (AR (n(s) — ), A o)ds — Pim(A'F f, A2 ()
EIm(A LA I(Av))——Re(fg,Ae ) + —Re<f4,A9 ). (3.39)

From Cauchy-Schwarz inequality, continuous embedding D(A2) < D(A’Z ), Lemma 26 and

Lemma 32 we can conclude the following estimates

Cs

o—1 ) ) 2, .0
|A™Z v||* <Clxoll|Azul||AZv]| + EIIAQUH2 +— (EMT+1F11%) -
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Lemma 34. The solution (u,v) of system (3.25)-(3.29) obtained in theorem 23 satisfy the fol-
lowing inequality for xo # 0

(i) [ A%v]* < CAL(IF NI+ 1F)1?);
(ii) [[AZ0]2 < G (IF[UI| + 1F)1?)
(iii) | AT 0l < CoX* (IFIIU] + I FI1).
Proof. Item (i): Computing 0 = 6 — 1 on Lemma 29 and using equation (3.26) we have
JAdu)? < Cs (R4 o) + |FIU] + |FI1) (3.40)
From Lemma 33 we have
WA ol <CoolALul [ A%o] + Cosll Sl + X (LU + |FI?) 34D
Substituting (3.41) in (3.40), using Young inequality and choosing € small enough we obtain
1420]* < CoX'[xolPl|A2ull® + CsX* (IF (U] + [ FII?) -
Finally, using Lemma 26 (item (i1)) it may be concluded that
lAZul> < CoX* (NN + IFIP) -
Item (ii): From equation (3.26) we have
JA%0I* < ON| ARl + O||FP.

Therefore, the result follows from last item.

Item (iii): Computing the inner product between equation (3.28) and iAA°~10 we have

Pl AATT 6|2 =Ba]| A2 0% + Ba(A% fo, A20) + (AT (iMv), A7 )
(AT u iINATT 0) + po(fr, iINATT1D).

Thus, using equation (3.26) and Young inequality we have
o-1 . 0, o1
A’ ol? < ¢ {[lASo) + A%l + | + 1P}

We obtain the result using Lemma 26 and item (i1). |
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Lemma 35. In the same hypothesis of lemma 26 with xo = 0, the solution of system (3.25)-

(3.29) satisfy the following estimates
(i) 10> < CsIAP*(IF U + 1F)1?), for 0 < 6 < 53
(ii) |[all® < CsIAP2 (I FIIUN| + [[FI*).for 0 < 6 < 5;
(iii) [[o]* < CsIAPP(IFINUN + I FN1?),for 5 < 0 < 1
() [[al]* < CIAPAENTN + 1F1?). for 5 < 6 < 1.
Proof. For items (i) and (ii) we use
0:9<6_Tl) +(1-6) (g)
Item (7) : From interpolation inequality and Lemma 31 (items (i)-(ii)) we obtain
loll < ClA™ o)) Az o]

0 1-6
< Cs (VIFTIUT+TFE) A% (VIO + )

< CANTVIFNIUN+ IF)>

Item (4i) : We use the same interpolation of item (i), Lemma 26 and Lemma 30.

For items (iii) and (iv) we use

0=(1-29) (—g) +0(¥) :
Item (7iz) : From interpolation inequality and Lemma 31 (items (iii)-(iv)) we have
loll < ClA™=s A 5]
< ¢ (VIFTIOT T8 )~ (VIETOT + 12 F)”

< CGXVIFNUI+[F>

Item (7v) : We use the same interpolation of item (iii) and estimates from Lemma 30.

Lemma 36. In the same hypothesis of Lemma 26, the solutions of system (3.25)-(3.29) satisfy

following estimates
(i) 10> < G5 (I INT N + 1 F11%), for xo # O,

(id) [[all* < CsIAPAIENTI + [1F]%).for xo € R.
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Proof. Item (7) : We use
0—1 0
0=0|—— 1—-0)—.
(*57) +a-903
Therefore, from interpolation inequality and Lemma 34 we obtain

o] < Cl|AT 5|°|| Az 6]/

1-0

0
< X (VIFTIUT+TFR) 200 (VIFTIOT+FTP)

< CGNTVIFIUT + (1P
Item (74) : Using Lemma (26) we have
. 0.
lal* < CllAzall* < CsX* (IFINUI + 1 FI%) -

[
As mentioned earlier we will use Theorem 16 to show Theorem 24 and 25. To proof these

theorems we need to show that iR C p(B).

Theorem 37. The operator B associated with Cauchy problem 3.11 has the property that 1R C
p(B) for xo as (3.6) (considering xo = 0 and o # 0).

Proof. It will be considered that iR ¢ p(BB) and then it will be absurd. As 0 € p(B) let’s suppose
the highest positive number ) such that | —i)g, iA\o[C p(B). Then, i\y € o(B) or —i\g € o(B).
Supposing that i\ € o(B) (similarly if —i\g € o(B)) and fixing a constant § > 0 with § < Ag
there exists a sequence of positive real numbers (A, ),en such that § < A, < Ao, with A, — Ao,

and a sequence U,, = (uy,, Uy, Up, Un, M) € D(B) with ||U,|| = 1 such that
|(iA, —B)U,|| = || Full = 0, as n — oo.

That is, if F}, = (fin, fon, f3n, fan, f5n) then

Antin — Tin = fin — 0 in  D(A?),

iUy — O = fo, = 0 in D(A2),
ip1 Aty + Aoty + Dy + auy, — vy) = p1fsn — 0 in H,
1P AUy + BoAv, + (v, — uy) = pofin — 0 in H,

l)\nnn - un + asnn — f5n — 0 il’l M@.
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From Lemma 27 we have
1Uall* < Cs (lnll® + l0all* + 1 E Tl + [1Fall?) -
Furthermore, from estimates given by Lemma 36 we conclude
1UaI* < CoA™ (IFlITll + 1 Full?) -
Thus, since A, < A\ and ||U,|| = 1 follows that
1= [Ua]1* < CsA5™* ([|1Full + | Full?) — 0, when n — oo,

that 1s, absurd. For the case xo = 0 itis necessary just to identify correct decay rates obtained in
Lemma 35 and then the result follows for the same argument. So, we conclude iR C p(B), V0 €
0, 1]. ]
Proof of Theorem 24: Now, consider U = (u, v, %, 0, n) solution of system (i\ — B)U = F.
According for Theorem 16, to show the polynomial decay of semigroup e it is sufficient to
prove that ||U|| < CA?||F|| for |A| > 1.

Proof of item 1: From Lemma 27 and Lemma 35 (items (¢) and (i7)) follows that
1T < G (IEIU T+ 1F12)

the result follows applying Young inequality to first term on right side of this inequality, that
means A\~=29)||(;AI — B)~!|| is bounded. Then, for Theorem 16 the semigroup e'® decays
polynomially with rate ¢ 2w

Proof of item 2: We use Lemma 27 and items (iii) and (iv) of Lemma 35.
Proof of Theorem 25: Using a similar way to that done in the previous proof with Lemma 36

we obtain the result.

3.4 Optimality of the decay rates
In this section we will see that the decay rates obtained in Theorem 18 are the best. Our
main result is given by the following theorem:

Theorem 38. Consider g(t) = g(0)e™®, § > 0 and § € [0,1]. The polynomial decay rates

found in Theorem 24 and 25 are optimal in the following sense:

1. If xo = 0 and 0 > 1/2, then the semigroup does not decay with the rate t=° for o >

1/(20).
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2. If xo = 0 and 0 < 1/2, then the semigroup does not decay with the rate t~7 for o >
1/(2 — 20).

3. If xo # 0 and 0 is any in the interval [0, 1], then the semigroup does not decay with the
rate t=° for o > 1/(6 — 20).

Proof. We will use the Borichev and Tomilov’s theorem to prove these results. The main idea is
to find a sequence of forces (F},) and a sequence of real numbers (\,,) tending to infinite in such
a way that the solution U, of the system (i\,/ — B)U = F, has the same asymptotic behavior
as \* where the exponent k is one of the rates 26, 2 — 26 or 6 — 20.

For this, we will use the spectrum of the operator A. Since it is a positive self-adjoint op-
erator with compact resolvent, the spectrum of this operator is given by a sequence of positive
eigenvalues (v,,) such that ,, — 0o. The corresponding unit eigenvectors are denoted by (e,,),

thus
Ae, = Ypen, len]] =1, neN.

We introduce the sequence F,, = (0,0,0, —p,'e,,0). The solution U = (u,v,1,v,n) of the

system (iA\] —B)U = F,,, in components reads

iu— =0, (3.42)

i\ — 5 =0, (3.43)

ipi A+ Agu +Dn + a(u —v) =0, (3.44)
1P AU + PoAv + (v — u) = —ey, (3.45)
iAn(s) + Osn(s) = . (3.46)

We substitute % from equation (3.42) in (3.46). Solving the resultant equation and using 7(0) =

0, we obtain
n(s) = u(l — e ™).

Substituting this function in (3.44) and taking into account that Ay = 3; A — kA’ we get

ip AU+ BrAu — </ g(s)e‘i’\sd5> APy +a(u—v) =0.
0

Now, we use (3.42) in the above equation, and (3.43) in equation (3.45) to obtain the following



system

pNu — BrAu + (/ g(s)ei’\sds> A% — au —v) =0,
0

PV — BoAv — av — u) = e,,.

In this point, we will look for solutions projected in a one-dimensional space, that is

U= K€,
i ki, ke € C.
UV = kg€,

The substitution of these terms in the system (3.47)-(3.48) gives
(pl)\2 — BV — a+ 72/ g(s)e‘“‘%s) K1+ ake =0,
0
(P2>\2 — BoYn — 04) ko + ak; = 1.

Solving this algebraic system, the solution of the second component is

Pi(\?) + I8
Pi(A2)Py(N2) + Y8 Py (A2) — %

Ko =
where the polynomials P;, P, are given by
Pi(s) = p1s = By —a,  Pa(s) = p2s — fayn — @,
and the integral term
I, = /Oog(s)e_i’\s ds = /Oog(O)e_(‘;J’i)‘)s ds = g(O? :
0 0

Proof of item 1. Consider x, = 0 and § > 1/2. We define

\/ P2
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(3.47)

(3.48)

(3.49)

(3.50)

(3.51)

In what follows, the notation a,, ~ b, will mean that lim 20| js a positive real number. With
n o0

[bn |

this notation we have

Ap R 7711/2.

Also, from the definitions of the polynomials P;, P in (3.50) we obtain

P2y =0 and P(N2) = AP

P2
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Considering A = A, in (3.49) and taking into account (3.51) we get

o dpi=p) Dan _ alpr—pa)  g(0)(6 —ida)an
o o2 py a? o pa a*(6% + A7)

whose imaginary part is given by

g(0) XY

~ N2
a?(02 4+ A2) "

Im(ko,) =
Therefore, if U,, = (uy,, U, Uy, O, 1,,) is the solution of system (i\,/ — B)U = F,, we obtain

Ul = pellvall = pedalkzalllenl] = pedalim(rizn)| > e, (3.52)

for some £ > 0 and n large enough. In this point, if the semigroup of the system decays

polynomially with rate t~7, o > 1/(26), we have
NI < U SCNNFl = eXfto<ce (3.53)

which is contradictory because A20=17 5 o0 when n — oco. Therefore the decay rate ¢~1/(29)
is optimal.

Proof of item 2 and 3. We start rewriting the polynomial that appears in the formula (3.49):

Py(5)Py(s) — a?

o + n + Q n + Q a?
- {52 N (ﬁo% L olen Pz)> sy Brimta) (Bt o) }7
P1P2 P1 P2 P1P2

where 5y = % + %. The roots of this polynomial are

+ p1P2 p1P2 p1p2
st = 5 . (3.54)

2
Boryn + ortr2) 4 \/ (Xo% + —“(”2"“)> 4 L2

We define A, := /s;t. As s;f = ~,, we have

An R (3.55)
Evaluating polynomial P; in A\? gives
2 apy — a(py — > 402
2 P(A2) =~ — 2P \/(an Lt pl)) + 2 (3.56)
P1 P1P2 P1P2 P1P2

From this formula and using estimate (3.55) we get

Pi(A2)~1 for xo=0,
Pi(0\2) ~ )2 for yo <O0.

n

(3.57)
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Since Py(A2)Py(X2) — o = 0 we have Py(\2) = =%~ Therefore, considering A = \, in

T P(AR)
(3.49) we obtain

(3.58)

P Pi(X2) + 1,48\ Pi()2)
2 I, a?

Considering the imaginary part of this term and taking into account the estimates (3.55) and

(3.57), we conclude that

A PE(N2) A=20 for  yo =0,

Im(ky) = 12"
(2) 9(0)vha? A5=20 for o < 0.

Therefore, performing the same accounts as in (3.52)-(3.53) we can conclude that under the
hypothesis of item 2 of this theorem (yo = 0 and § < 1/2) the polynomial decay rate ¢ ~/(2-20)
is optimal. On the other hand, if x, < O (partial condition in the item 3), then the polynomial
decay rate t—/(6-29) is optimal.

To complete the proof of item 3 we will address the case x, > 0. For this case we define

Ap =t \/5 Since

(Biyn + @) (Beyn +a)  a?
P1 P2 P1P2

to—
SpSn =
and s &~ =, we have s;, ~ ~,,. Consequently,

This time, evaluating polynomial P; in A2 = s, gives

2 alps — alps — 2 402
2 p2) = —yyy — 22 =P \/(XO% N M) | Ae?
P1 P1P2 P1P2 P1P2

Since yo > 0 we obtain

Pi(\2) =y, = A2,

n

As the above estimates coincide with (3.55) and (3.57) (case xo < 0), we have again

)\npf()\i) ~ )\5—29
9(0)yha2 "

Therefore, under the hypothesis of item 3 (o # 0)), t~/(6=29) is the optimal decay rate. n

Im(lig) =



Chapter 4

Asymptotic behavior for a coupled
wave/plate system with fractional memory

dissipation

In this chapter, we consider a coupled system of two equations with different characteristics.
This wave-plate system has indirect damping acting in one equation, first in the wave equation,
second in the plate equation and we also study what happens when it is considered the damping
in two equations. In summary, this research presents asymptotic behavior (exponential and
polynomial decay) for the solutions of this system. When it is possible, optimal decay rates are

found.

4.1 Motivation

Coupled systems of two or more elastic materials have been studied by many researchers
over time. The asymptotic behavior of these systems has aroused special interest mainly when
part of it has minimal dissipative properties, or when the components of the system have char-
acteristics of different nature. In the literature, we find several results on the asymptotic be-
havior where a component of the system transfers its dissipative properties to the other ones,
for example, in Timoshenko beams, Bresse systems, thermoelastic systems, coupled systems of
wave-wave, plate-plate, or wave-plate interactions, and more. Part of the components of these
systems can have conservative or dissipative characteristics, but the important thing in stability

studies is that the conservative part can absorb the properties of the dissipative part to stabilize

54
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the system. Some of these works can be found in [3, 5, 12, 36, 28, 37, 48, 67, 72].

When the components of a conservative-dissipative system are of the same nature, some
studies show that for the system to stabilize or to have a faster stabilization, it is necessary to
have a good relationship between the structural coefficients. This feature was first noticed by

Soufyane [70] who studied the Timoshenko system

prug — K (tuge — v,) =0,

P2V — buge + K (uy — v) + a(z)v, = 0.

He showed that the solutions of this system decay exponentially if and only if the condition

K b

moop
is satisfied. When no relationship is established between the coefficients in a Timoshenko sys-
tem, depending on the dissipation, the system simply does not decay. This was noted by Bassam
et al. [10] who considered this problem with boundary dissipation. They showed that for certain
relations between the structural coefficients, the system does not stabilize, but with complemen-
tary relations, the system is polynomially stable. This type of behavior has also been observed
in couplings between membranes and also between plates. Some of these results have been
shown in [1, 8, 57, 61, 62, 58, 48]

Our interest in this work is to study coupled systems where the components are of a different

nature and establish whether the decay depends on some relationships between their structural
coefficients. For this reason, we consider a weakly coupled system of wave-plate equations with

memory damping. For {2 a bounded open set of R™ the coupled system is given by

pruy — PrAu — / g1 (8)(=A)Y " u(t — s)ds + a(u —v) =0, in QxRT,
0

0 4.1
pavy + PaA*v — / 92(8)A?"20(t — s)ds + a(v —u) =0, in QxRT,
0
subjected to initial conditions
u(0) = up, v(0) =vy, w(0) =11, v,(0) =y, (4.2)
u(—s) = ¢1(s), v(=s)=da2(s), s >0, $1(0) = w1, $2(0) = uy (4.3)

and satisfying the boundary condition

u=0,v=0, Av=0, on I x RT. (4.4)
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For this system we will try to answer several questions: if there is decay, does it depend on
any relationships between the structural coefficients? Which dissipative part is dominant, the
dissipation of the wave or the plate? what role do the exponents ¢, and 6 play in the decay? If
we remove one of the dissipations, what kind of decay do we get?

In the literature we find some studies for similar systems of this problem, we will mention

some of them: Tebou [71] considered a plate-wave system with frictional damping

Yu + A%y + oz + Ky = 0,

2 — Az + ay + Koz =0,

with clamped boundary conditions for the plate displacement and Dirichlet boundary conditions
for the wave displacement. He considered the cases (k1, k2) = (1,0) and (0, 1) and showed that
the system cannot decay exponentially. However, he was able to prove that the strong solutions
decay polynomially with rates t~'/® and t~'/4 respectively.

A coupled plate-wave system with memory damping was considered by Matos et al. [45].

The system they studied was formulated in an abstract way:

Uy + Aju — / g(s)Aqu(t — s)ds + v =0,
0

vy + Asv + Bu = 0,

where the abstract differential operator A; is more strong than As and Aj, Ay = 0(AY), Ay =
o(A7), and the kernel is an exponentially decreasing function. They showed that the solution
of this system does not decay exponentially, but they showed a polynomial decay for the initial
date with appropriate regularity. The decay rates found are not necessarily optimal because the
results do not show the «, v dependence. Also, Guesmia [31] studied this problem considering
kernels that decrease in a broader sense than those with exponential or polynomial decay. He
found decay rates according to the decay of the kernel. Other results about the stabilization in
plate-wave interactions can be view in [6, 16, 27, 32, 68, 72, 73].

We will study the system (4.1)-(4.4) in an abstract format. We consider an unbounded
positive self-adjoint operator A with domain D(A) in the Hilbert space H, and we assume that
A has a compact inverse. Note that A = —A, D(A) = H*(Q) N Hy () satisfy this condition
in the Hilbert space H = L?(2). Then the system we study is given by

prug + frAu — / g1(8) A" u(t — s)ds + a(u —v) = 0,
’ (4.5)

Py + o A%y — / g2(8)A*20(t — 8)ds + a(v — u) = 0,
0
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satisfying the initial data

u(0) = wug, ©v(0)=wy, w(0)=wuy, v,(0)=nw0y,

u(—s) = di(s),  v(—s) = da(s) s > 0.

(4.6)

Here, the density and the elasticity coefficients p;, po, (51, (2 are positive constants and the
exponents ¢, are considered in the interval [0, 1]. Moreover, the coupling coefficient « is a
positive number.

Furthermore, the kernel of Volterra equations g;(¢), i = 1,2, must have exponential decay

in a similar way as [48], that is, g;(¢) satisfy the following set of hypotheses
(

gi € CYRY) N LYRT),

gi(s) = 0,gi(s) <0,¥s € R,
\ (4.7)
Je¢; € RY; gi(s) < —ci9:(s), Vs € RT,

400 .
0< k= / gi(s)ds < ﬁiozi(lfei),
0

\

where « is the first eigenvalue of —A.
The main result of this chapter is related to asymptotic behavior of solutions of system (4.5)-
(4.6). The results that we found are enunciated in Theorems 40 and 53 which can be synthesized

as follow:
* For strong initial data and #;, = 6, = 1 we have exponential decay;

1
* For strong initial data and 6; < 1 or 6, < 1 we have polynomial decay with rate t 2-2%,

where 0y = min{6;, 65 };

* For strong initial data and if we remove the memory term from the second equation of

(4.5)-(4.6) then we have polynomial decay with the rate tiﬁ;

* For strong initial data and if we remove the memory term from the first equation of (4.5)-

(4.6) then we have polynomial decay with the rate ¢ 07 ;

* The decay rates in the previous items are the best.

The results are presented as follows: in section 2, we prove the well-posedness of problem
(4.5)-(4.6) by semigroup theory. In section 3, we show asymptotic behavior to the problem
where it depends on the exponent #; and what the types of memory are considered. Furthermore,

in the last section we fount optimal decay rates.
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4.2 Well-Posedness

In this section we will show the well-posed of system (4.5)-(4.6). For this, to put this system
in an abstract framework, we will use the functions 7 := 7‘(s) and ¥ := 9*(s), originally used

by [18], such that:

n'(s) = u(t) — u(t — s), (4.8)
V(s) = v(t) —v(t —s), 4.9)
Thus, the system (4.5)-(4.6) turn into
(plutt + BrAu — kA% + /0+°° g1(8) A% n(s)ds + a(u —v) = 0,
pavs + Ba A% — Ky A2y + /Om 92(8)A**9(s)ds + a(v —u) = 0,

ne(s) +ns(s) —up =0,

k19t(s) + Y5(s) — v, = 0,

therefore, taking A; = 314 — k1 A% and A2 = B3, A% — Ky A?%2 we have
( +o0
i+ vt [ g4 n(s)ds + au ) =
0
“+o0o
pavy + A3 + / g2(5) A*20(s)ds + a(v —u) = 0,
0

(s) +ns(s) = u =0,

Vi(s) + Vs(s) — v = 0.

\
Finally, If we denote by U(t) = (u(t),v(t), u:(t),v:(t),n, ), we can put this system in an
equivalent Cauchy problem given by

%U(t) _BU(®), U(0) = Uy, (4.10)

where the initial data is Uy = (uq, vo, u1, v1, M0, o) and the operator B is given by
BU = (@, 0, —p; ' {A1u+Din+ a(u—v)},
—py {AJv + Dot + (v — u) } i — Oyn, o — O0)
for U = (u, v, 4, 0,n,1). Here the point on top of this terms is just a notation, it does not mean
the time derivative. Furthermore, we have D1 = / +OO 91(s)A%n(s)ds in which D; : M; —
0

D(A‘%l); My = L] (RT; D(A%l)); and it is endowed with inner product

+oo 0 ]
<7717772>/v11 = / 91(8)@471771,A%U2>d8,w]1,7}2 € My,
0
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+o00o
in the same way we have that Dyt = / 92(5)A*29(s)ds in which D, : My — D(A~%)

with My := L2 (R*; D(A%)) and it is porovided with inner product
(01,92) m, = /O+OO G2(8) (A%, A%20,)ds, Vi, 95 € M.
We will define this operator in an appropriate subspace of Hilbert space
X = D(A2) x D(A) x H x H x M; x Ms,
where it is provided with inner product
(U, Us)x :<A1%U1, A%U2> + (Agqvy, Agvg) + p1 (i, Ua) + pa(0y, Va)
+ a(ur — v1, us — v2) + (N1, M)y + (D1, Vo) s

for Uy = (uy, vy, 01,01, m,01) and Us = (ug, g, U029, 12, U2) in X. With these considerations,

the natural domain of operator B is defined by
D(B) = {U € X :a e D(A3), o € D(A), Ayu+ Dy € H,
Ajv +Dyd € H,p € D(I'y),9 € D(I'y) },
where
D(I'y) = {n € My; 9n € My and 5(0) = 0},
and
D(I'y) ={¥ € My; 0,9 € Myand ¥(0) =0} .

Remark 3. It is important to know that when the first or second equation is in the absence of
memory we have different types to the above features developed, that is, when we have g; = 0 or
g2 = 0 it will imply different result for Ay, Ao, Dy and Ds. For example, if the second equation
of the system (4.5)-(4.6) is in the absence of memory term, then since the beginning of the text,
we won’t need to use change variable (4.9). Consequently, all development would be different,

since the start definition of operator B, phases space, abstract system (4.10) and domain.
The next result focus on show the well-posedness of Cauchy problem (4.10).

Theorem 39. Considering U, in X, there exists only one solution U of problem (4.10) such that
U € C([0,4o00[; X). Moreover, if Uy in D(B), we have

U e O([0, +00f; D(B)) N C1([0, +-00f; X).
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Proof. To get the result we need to show that the operator B is the generator of a Cy-semigroup.
In view of that, we will invoke a consequence of Lummer-Phillips’s Theorem (enunciated in
preliminaries). Note that from definition of D(B) we can conclude that this domain is dense in

X. Furthermore, if we consider U € D(A) we have

(BU,U)x =(A¥1u, AZu) + (As0, Agv) — (Ayu + Dinp + a(u — v), )
— (ASv + Dy + a(v — u),0) + at — v, u — v)

+ <u - 8317, 77>M1 + <U - 8519, 19>M27 (4-11)

and then

RMMLWX:4%A 91(s)( 0, m) o

7)

ds — Re/ 92(8)(050, V) p(aezyds.  (4.12)
0

Integrating the first term by parts, we obtain

o o0 91
—Re/ 91(5)<8s77>77>p ds = —/ g1 (s)]| A= n||*ds. (4.13)
0 0

(A%) 2
In the same way to the second term of equation (4.12) we obtain

1

—Re/ 92(8)(0:9, ) pasz)ds = 5/ g5(s)|| A% ds. (4.14)
0 0

As a conclusion, from estimates (4.12), (4.13) and (4.14) we have Re(BU, U)x is non-positive
by condition (4.7). Therefore, the operator B is dissipative.

Let’s show that 0 € p(B). Firstly, we need to check that Im(B) = X. To this, let F' =
(f1, f2, f3, fa, [5, f6) € X and we will prove that U € D(B) where U = (u,v,d,0,n,7) is

solution of system BU = F. The vector U = (u, v, @, v, n,9) is solution of system BU = F if

and only if
a=f in D(Az), (4.15)
o=f, in D(A), (4.16)
Aww+Dim+a(u—v)=—pifs in H, 4.17)
A20 4+ Dot + a(v —u) = —pofy in H, (4.18)
W—9m=fs in M, (4.19)
Uv—0s0=fg in Ms. (4.20)

Note that, in view of equation (4.19) (and using (4.15)) we can assert that

n(s) =sfi — /OS fs(T)dr 4.21)
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is a solution of this equation that satisfies 7(0) = 0. On the other hand, by hypothesis (4.7) we

have

+o00 0 ) 1 +o00 ) 0 )
/O gi(s)[[A=n(s)|"ds < —a/o () A= n(s)|"ds,

and then, from (4.13), we get

ee 0 5 2 [T 0 0
/ gi(s)|[AZn(s)|” < C_l/ 91(s)|[(A2 0sm, A= m)lds,
0 0

therefore, using Cauchy-Schwarz and Young’s inequalities follows that

+o0 0 ) 4 +o0 0 )
[ a@latiwk < 5 [ aolatonlpis “22)
0 0

1
However by (4.19) follows that d;n € M, consequently by (4.22) we conclude € D(I'y).

Following this same way we conclude that ¥ € D(I';). Furthermore, considering equations

(4.17) and (4.18) we have that

Aju+ a(u —v) = —pyf3 — Din,
walu=0)=—pfs =D (4.23)

Ao+ a(v —u) = —pafs — Do?).
Let W = (u,v) and consider the variational problem
a(W, @) = (G, @), ¥ = (p,4) € D(A?) x D(A),

where the sesquilinear form a(-, -) : [D(A2) x D(A)]2 = C and G : D(A2) x D(A) — C are
defined by

(W, ®) = (A2u, A7) + (Agw, At)) + ol — v, — 1),

(G, ®) = (g1,9¢) + (g2, ¥).

with gy = —p1fs — Dyn and go = —pofy — Do), From this definition we obtain that a(-, -) is
continuous and G = (g1, g») € D(A~2) x D(A~). Furthermore, follows that the sesquilinear

form is coercivity. Indeed, we have

1
a(W, W) = [|Aful® + | Azv]* + aflu — o]

1
> || Afull* + [l Azv]?,
therefore using the following equivalent norm

1 1
[Azul? > (B — k1a] )| Azu|?, (4.24)
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and
1 420]12 > (B — ka2 @) Av]?, (4.25)
we obtain
a(W, W) > (81 — kel | A2u® + (B2 — waai ™) Av|P?,

then we conclude that a(-, ) is coercive. From Lax-Milgram Theorem there exists an unique
solution (u,v) € D(A2) x D(A) in a weak sense to system (4.23). From the first equation we
have A;u+D;n € H and from the second equation of this system we conclude (A3v + Dyd) €
H. As a conclusion we can affirm that U € D(B).

Remark 1: The equivalent norm in (4.24) is due to follows calculus: note that for u &€

D(A%) and A, = /1A — k1 A% we have
1 1 01
[Aull* = BillA2ul]? — ke[| A= ul]?.

Furthermore,

| AZul|? = (A%, Au) = (A0 (AT u), AT u) = (A

1-6;

:”A 2

(AFW)|2 > ol || AT w2 (4.26)

In the last inequality we are using that ||Azu||> > a]||ul|%, Vu € D(AZ) where «; is the first
eigenvalue of operator A. The result follows immediately from (4.26) and the hypothesis on x
given in 4.7. To obtain the equivalent norm in (4.25) just to follows the same way of remark
1. Finally, let’s see that 0 € p(B). For this, it suffices to check that B~ is a bounded operator.

From inner product definition we have

l . .
IU1* =N Afull* + [ A2v]* + pr [l + p2l0]]*
+allu—vl* + 0l + 1913,
<a(W,W) + C|FII|U]| + C|| FII*.

Furthermore,

G TN <o) by ety |+ D a1t F 22102

D29, 0) 44y |

<C||F|IIU|| + C||F||? ATy A2
<C|FIIU| + CIF||? + er]|A2 u||® + &2 | A v]|*.
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From continuous embedding D(Az) —» D(A%l) and D(A) — D(A%) we have
(G, W) <CIIFIIIU]| + CIIFIP + &1 [ AZul® + 2| Av|.
Furthermore, since a(W, W) = (G, W) follows from above inequality that
IUI> <CIFIU + CIFIP + &1 [ A2ul® + x| Av|>.
computing £; and £, small enough we have
IU* <CIENU + ClIF|*.

Therefore, using Young’s inequality we obtain that ||| < C||F||. This conclude the proof that
0 € p(B).

Note that in this section we developed the existence of solution when we have ¢g; # 0 and
g2 # 0 but, for other cases as g; # 0 and go = 0 or g; = 0 and g» # 0 the development is the

same. |

4.3 Asymptotic behavior

In this section, we will see the asymptotic behavior of solution, for that, let’s enunciate our
main theorems about exponential and polynomial decay.
Theorem 40. The semigroup e'® of system (4.10) has the following asymptotic behavior:

1. If both memory terms are present in the system (4.5)-(4.6) and 6, = 0, = 1, then the

semigroup decays exponentially, that is, there exists C' > 0 and j1 > 0 such that

||| < Ce .

2. If both memory terms are present in the system (4.5)-(4.6) and at least one of the expo-
nents 01, 65 is strictly less than 1, then the semigroup decays polynomially with decay rate
t=1/2=20) for Oy := min{6y, 05 }. That is, there exists C' > 0 such that

B ¢
le™Usl| < W—_QGO)HUOHD(B), Vt>0,Ue D(B).
3. If we remove the memory term from the second equation of (4.5)-(4.6), then the semigroup

decays polynomially with decay rate /=9 that is, there exists C > 0 such that

C
H@tBUOH < 751/(6——61)"UOHD(B)’ Vit> 0, UQ € D(]B)
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4. If we remove the memory term from the first equation of (4.5)-(4.6), then the semigroup

decays polynomially with decay rate t='/(10=402) that is, there exists C' > 0 such that

C
||6tBUOH < IMHUOHD(B)’ Vit> 0, Uo S D(B)

The proof of these theorems will be divided into some lemmas. In view of this, to show these
lemmas it is considered many times the stationary problem (iA\] — B)U = F, where A € R and
F = (f1, fo, f3, fa, f5, fs). Note that for U = (u, v, @, v, n, 1) solution of this problem, we have

that are satisfied follows equations:

iM— = fi, (4.27)

I — B = fo, (4.28)

ip At 4+ Aju+ D+ alu —v) = py fs, (4.29)
i\ + ASv + Dot + a(v — u) = pofy, (4.30)
AN+ 0sn —u = fs, (4.31)

iN 4 00 — 0 = fe. (4.32)

Initially, we can conclude from (4.12), (4.13), (4.14) and the current stationary problem

s, < —/0 g1 ()| AZ n*ds < CRe((IAI = B)U, U)x < C||F|||U], a3
(4.33)

191154, < —/O 5(s) [ A”0|*ds < CRe((iM = B)U,U)x < C||F[[|U]].

To make better organize, we will divide this section into other subsections with each result,
where we will explore different cases for g, and gs.
To solve these cases we will start with two lemmas. These results will be used simultane-

ously when ¢g; # 0 and go # 0 otherwise, it will be used separately.

Lemma 41. Consider 0, € [0,1] and F' € X. Suppose that for every A € R such that 0 < 6 <
|\| there exists a solution U € D(B) of stationary system (iA\I — B)U = F. Then there exists a

positive constant C's such that:
. o1 .
(i) A= all* < CsA* (|FNUI + [ F11P)

.. (a1
(id) [|A= ul® < Cs (IFNUI + [F]%)



65

Proof. Note that using equation (4.31) we have
o0 oy . *° o . 0
( / gl(S)dS> A% a)? = / 01(5) (AT (iMg(s) + Dun(s) — f(s)), AFi)ds
0 0
- / 91(s)(INAT (s), AT iyds + / g1(5) (0. AP n(s), AP i)ds
0 0
1

- /000 gl(s)<A%f5(s), Az u)ds.

Thus, integrating by parts, using the hypothesis of function g and Cauchy-Schwarz inequal-

ity follows that

(/ gl<s>ds) 1A% a2 < o A% 4] (/ gl<s>||A%n<s>||2ds)
0 0

91 . o ’ o1
L oA%a) (— / gl(s)llAZn(s)\!%)

o1 . > Gy
retatil ([ aola% Aok )
0
Now, applying Young’s inequality we obtain
91 2 s [T o 2 <, 9 2
4% <c (3 [T alatueias - [ gt
0 0
00 01
+ [T oAt IR )

0

where C'is a positive constant that not depends of A. From estimate (4.33) follows that
LS

[A= ) < C (NIFNTI+ IFITI+ I1F17)

then recalling that |\| > ¢, item (i) is obtained. Furthermore, computing inner product with

i A%y (note that operator A is self-adjoint), we get
01 1 01 01 01
N AZu|? = —(iINAZu, A% fi) — (IMNAZu, A2 4).
Using Cauchy-Schwartz and Young’s inequality follows that
) 91 2 9 2 9 2
A=z u|” < C([AZ A7+ [[A=al).

Furthermore, by the continuous embedding D(Az) —» D(A%l) (in view of 6, € [0, 1]) and the

estimate obtained in item (7), we have
1
NAzul* < G FINUI + 1F17),

then using that |A\| > 0 the result follows. m
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Lemma 42. Consider 05 € [0,1] and F' € X. Suppose that for every A € R such that 0 < 6 <
|\| there exists a solution U € D(B) of stationary system (i\I —B)U = F. Then, there exists a

positive constant C's such that:
(i) [|A%0]* < CsA2 (I FIIIUN+ 1 F11%)
(ii) || A%0][* < Cs (IF IV + [1F1%) -

Proof. The proof follows using a similar way from the last Lemma with equations (4.28) and
(4.32). [

The next theorem will be used in all result from Theorem 40.

Lemma 43. The solutions of equations (4.27)-(4.32) satisfy the following result
IU11* < Cs (Iall® + ll11* + IF U+ [1£1%) -

Proof. Initially, let’s compute the inner product of equation (4.29) with u and equation (4.30)

with v; using equations (4.27) and (4.28) respectively we have
AR+ alul? = oo, = il = [ n(s)A%n A% uyas
+ pi(t, fr) + (fs, u)
and
[Az0]* + aljv]|* — afu,v) = polo]* — /OOO g2(s)(A™9, A% v)ds
+ p2(0, f2) + (f1,0)-
Performing the sum with both these equations we have
Aful® + | A0l + allu - of* = - / " a(s) (A% A% u)ds + il + pollo]
- [ mls)amo, Aoy + puta 1)
+ p2(0, f2) + (fs, u) + (fa, 0).
Using Young’s inequality, estimate (4.33), Lemma 41 and Lemma 42 we obtain
JAZull + | Azo ]2 + allu — o] < Cs (all® + [0l + | FWT] + | £]?) -
Furthermore, from inequality (4.33) we have

Inl3e, < CIFIU] and ||9]3,, < CIFIU]I, (4.34)
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finally, it may be concluded that

IU1* < Cs (1l + 1ol + IE NN+ [1F17) -

4.3.1 Two memory term acting simultaneously
Lemma 44. Let 0y = min{6,, 0s}. From the same hypothesis of Lemma 41 and 42 we have
(i) A%l < Cox (I F|[|U] + |[F?).
(ii) 1A% all? < Cs (IF U]+ 1F1P)
(iii) [|A%0|)* < CsN* ([FINUN +1F11%)
(iv) [[A%=10|> < Cs (| FINIUI + [|1F]) -

Proof. Using Lemma 41 (item(i)); the continuous embedding D(A%l) — D(A%O) we obtain
item (i). In the same way from D(A%) — D(A%) and Lemma 42 we have item (iii).
For item (ii), performing the inner product with 4.29 and i\ A%~14; using equation (4.27);
we have
PUINATT G2 =B, (INATu, A 0) + ry (INATu, ARG — (A u, iNATT 1)
+ / " () (DA% p(s), A Fayds
0

—1

fo—1 | Oo—1 | . 0o—1 -
+ a(A 7T v, 0 NATT 4y — pr(iAfs, AT,

Using Young’s inequality; suitable continuous embedding; item (i) of this Lemma, estimate

(4.33), Lemma 41 and 42 we conclude
9=t |
IAAT=" 4> < G (IFINUI + [[1F]7) -

On the other hand, for item (iv), computing the inner product with equation (4.30) and

iNA%%0~2 we have
PalAAT 102 =Bo(iN AT, AG) — iy (iN A0, A2 402)
+/ 92(3)<i)\A92197 A200_2+62i}>d8 _ 04<A60_lv,i)\A00_11)>
0

(AP y GNARTLYY — po (N fy, A2P720).
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Using Young’s inequality; suitable continuous embedding; item (iii) of this Lemma, estimate

(4.33), Lemma 41 and 42 we obtain
[IAA®= o] < CoA? (IF U+ (1F]) -
]

Lemma 45. In the same hypothesis of last lemmas, the solution of system (4.27)-(4.32) satisfy

the following estimates
(i) [lal*> < Cs| AP (U] + [1F]),
(ii) [[o]* < CsIAP=>* (| IU1 + [[F])).
In particular,

lU1* < CsIAP>*(IFINTI + 1F11%).

0290(902_1)+(1—90) (%)

Then, from interpolation inequality and Lemma 44 (items (i) and (ii)) we obtain

Proof. For item (i), we use

lill < A" @l A% al =
bo
< G5 (VIFTIOT+TFR) " 2= (VIFTUT+TE1P)

< ATV FINUN + (L F2.

1—6o

For item (ii), we use
0 =160 (6 — 1) + (1 — o) (6o) -
Then, from interpolation inequality and Lemma 44 (items (iii) and (iv)) we have
lo]] < CllA% o]|% || A%q|' =%

0o
< G5 (VIFTIOT+TFR) " 2= (VIFTUT+TETP)

< ATV FINUN + T F2.

1—6o

Therefore, from Lemma 43 we have

lU1* < CsIAP>*(IEINTI + 1F11%).
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4.3.2 Plate equation in the absence of memory term

In this subsection, we will consider the second equation of (4.5)-(4.6) in absence of the
memory term. For this, we have go = 0 and naturally, all definitions regarding this case will be

adjusted as mentioned before.
Lemma 46. For 0 < 1 we have the follow result
(i) A7 o)* < Cs (JA70)* + | FIHIUT + [1F1]1%)
(ii) [[ATTATT |2 < Cs (JIAAT 0l + I FIU N+ [1F]1) -

Proof. From equation (4.30), computing inner product with A%°v and using equation (4.28) we

have
Bal| AT ||? = pol|A70N* — al|A7|* + a (A7 u, A7) 4 po(0, A% fo) + pa(fa, A*70)
then, using Young’s inequality follows that
|AT ol < ¢ (1A70)1* + 1A ul* + [IFIITT) (4.35)

therefore, from Lemma 41 we get the result (item (1)).
On the other hand, multiplying (4.35) by A\~2 and using equation (4.28), that is, A™10 =

iv — A~1 f,, then we conclude

AT AT ]2 < Cs (A A7) + I ENIU ]+ [1F1]1%)
< Cs ([IA I + IF U+ 1F17) -

Using item (i) of this Lemma, we get
IATrAT |2 < Cs (A7 ol + I ENT ]+ IF)?) -
Therefore, from equation (3.26) we can conclude

INTTAT | < Cs (ATl + IIFNUT + 1) -

Lemma 47. If we consider the second equation is in the absence of memory, then it is possible
to consider equations (4.27)-(4.31). Furthermore, from the same hypothesis of Lemma 41 we

have the follows result
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. o1 .
(i) [[AZ 0|2 < CsaA° (1F MU+ 1F11%)

.. 0 _q.
(ii) [|A= = 0l < CoA* (LFNIUT + [F))

Proof. From equation (4.29), computing the inner product with \> A%1v, using equation (4.28),

definition of A; and the fact that the operator is self-adjoint we obtain

— pPIN(AT 0 AT fo) — p (AT 0, AT ) + NG (AT 0, AT ) — N2 / g1 (5) (A%, A% v)ds
0

s [T 01 01 o o\ 9 12 2 01
+ A g1(s)(A%n(s), A w)ds + a(AA2 u, AA2v) — a|| AA20||" = AN pi(fs, A7),
0

In the same way, from equation (4.30), computing the inner product with A> A%~y and using
equation (4.27), we have
91

01-1

2_1@’14 2 f1> - P2<ABIT_11'), )\QAelT_lu) + )\252<A01+1 01+1

2, 2'LL>

—,02/\2 (A

6,-1

+a(AA"2

6,-1

= ul? = Npa(fa, A ).

01 )
v, AATT u) — aX’||A

Divide by f; the first equation, by (3, the second equation and performing the sum between both
we get

g”)\A%UHQ = +2A2|’A91;1u||2 _ &)\2<f3,1401’l}> - &)\2<A%U’A%f2> B &)\2<A%U7A%/U>
61 ﬁQ 51 51 51
" By / g1(s) (N A% (n(s) — u), A v)ds + %</\A9§u, )\A%lv>
1Jo 1
+ @)\2<A912_11},A912_1f1> + &<A912_1@,/\2A617_1u> _ /\2<A612+1U’A012+1u>
B2 5,
_ %O\A%lfu, )\A91;1u> + %)\2004’ A9171u> n >\2<A912+1u7 A912“U>.
? 2
(4.36)

Note that, in view of the equation (4.27) and (4.31), we can write it as

n(s) —u= —9sn(s) _Z')\fl + f5(3)’

and then, integrating by parts we obtain

[ aa% o)~y 4% s = [

gl(s)<A671(f1 - f5(8>>,i)\_lA%U>d8. (4.37)
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Substituting equations (4.37) in (4.36) we have

o 4 P12 0 PLy2, 2% . 44 2
— N2 v|)? = =N (f5, A%0) — N2 (A2, A P2 ARG, A% o
5| | g, s AT0) = 5K fa) = ﬁ1 { )
+ﬁi/ g1(5) (VAT (fy — f5(5)), iA AT v)ds + N2(A2 u, A7 o)
1Jo
1 [~ .
——/ g;<s><A2A% (). A% 0)ds + L (A% u, A% )
B Jo b
: 2A2< )+ (AT 0 AT 1) — N (AT 0, A% )
52 Ba
a-t o e P2 -
- AATT u) + N AT )+ SN (fa, AM ).
62< v )+ g AT T+ A u)

Computing the real part we obtain
%“AA?UH2 - _)‘Q%Re<f371491”> - )\2%Re<u,A91f2> - %RG<A2A9§H,A9§D>
1 ) )

- —Re/ g'l(s)()\QA%ln(s),z')\_lA%wds + %Re()\A?u, )\A%v)

ﬁl 1
+ 3 Re/ gl(s)()\zA%l(fl — f5(8)), i\~ 1A% v>d8+)\2—||A7_’ I
1
+ N2 Re(AF 30,4773 1) + P2 Re(AF 30, N2 A% 14
B e

— X Re(AAF o NATFu) + N2 2 Re(f,, AD ).
Do By

In order to estimate these terms we will use: Young’s inequality, Lemma 41, estimate (4.33)

and some continuous embedding D(A™) — D(A™),r; > ro we have
91 19 9 0. o1, 1 4391 9 4 2
A%l < € (ATl A% o] + el AR 0) + XCL (IFIIT) + I FIP) - @438)
From Lemma 46 (item (ii)), computing the estimate using o0 + 1 = % we have
—1 4301 19 39 9 12 2
IAAT )2 < 0 (IS 20l2 + |V + 1) (439)
Substituting estimates (4.39) in (4.38) we conclude that
01 1 . o1 . 301
ATl < € (INRAFal [ AT5] + e AAF 0] ) + MO IV + 1FI?)
therefore, computing € small enough we get
01 91, 01 .
A= v|* < CIINAZ @[ A= o] + X (IFIIIU] + [|F]7) -
However, from equation (4.28)
o1 . o1
A= 0]* < IAAZ ]| + || F|I?
o1 . o1 .
<o (Iataa® ol + 3 (IFIUI+IFIE))
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By Young’s inequality we have
jA% 02 < ¢ (WA Al + X (IFIIT] + | FI?))
Therefore, from Lemma (41) we get
1A% 62 < A°Cs (IFIIU ] + I1F)1)

For item (ii), computing the inner product between equation (4.30) and i\ A% ~2%; equation

(4.28); we have

01 1. (AN . . _92.
2l AA= 7101 = Bul| A= 0P + Bo(A” fo, 0) + al AZ 0|7 + af fo, A 20)

+ a(A%lu, i)\A%_lw + po{ fa, iINATT2D),
Using Young’s inequality, suitable continuous embedding and Lemma (41) we have
Ipa% ol < o (A% o) + | PO+ | FI=2)
Therefore, we conclude this Lemma from item (i), that is
AT < O (IFNIT + 1217)
and then

o .
14201 < CoA* (IF NIV + (1 F17) -

Lemma 48. In the same hypothesis of last lemmas, the solution of system (4.27)-(4.32) satisfy

the following estimates
(i) [[o[I* < CsA (IFNNUN + [1F]);
(ii) [[afl* < CsIAP= (IFIIU + [ F11%)-
In particular, from Theorem 43 we have
IU]| < CoA*" || F.

Proof. For items (i) and (ii) we use

401
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Item (7) : Using Lemma 47, we obtain from interpolation inequality

o]l < ClAZ Vo) F Ao~

01

2

071 01 1=
< C (VIFTIOT+TFIR) ™ P2 (VIFToT+ 171

_0
<GP VIFNUT+ ([ FI2.
Item (4i) : From Lemma (41) we have
. o o,
lal?> < CllAZal* < CSIAP (IFINUN + IF11%) < G~ (IFIUN + 11F]1%) -
In particular, from Lemma 43 we have

IUI* < CsX*=| 7.

4.3.3 Wave equation in the absence of memory term

In this subsection, we will consider the first equation of (4.5)-(4.6) in absence of the memory

term. For this, we have g; = 0 and then, the definitions about this case will be modified.

Lemma 49. From o < 1 we have

o+1

(i) 1A%l < G (| AZa] + | FIIT) + |FIP)
(i) VAl < G (AT a2 + | I + 7))

Proof. From equation (4.29), computing the inner product with A%« and using equation (4.27)
we have

o+1

BlAF ul2 = € (AT - af| AZull® + oA v, A5 u) + i (i, A7 f3) + pr (f, A7) )
therefore, using Young’s inequality follows that
o+1 o . o—1
|AFul? < € (JAZalP + | 4750l + | FIU] + ]2

from Lemma 42 it is possible to conclude item (1).
Furthermore, multiplying by A~2 the above inequality and using equation (4.28) we con-
clude
INTAT )l < Cs (1A AZal? + | FIIUY + | FIP) (4.40)
< Cs (|AZ > + IFINUN + 1F1%) - (4.41)
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Applying item (i) we obtain
A AT )P < G (AT @2+ | FIT] + | FI1) (442)
|

Lemma 50. If we consider the first equation in the absence of memory then from the same

hypothesis of Lemma 42 we have the follows result
(i) A%l < CsA® (IF U+ [[F]1%)
(ii) [|A%a])* < CsA® (IFIUN -+ 1E71%) -

Proof. From equation (4.29), computing the inner product with \2A4%%2~1y, using equation
(4.28), definition of A; and the fact that operator is self-adjoint we obtain

292 1 2051

f2> AT A2ATE 0) + Bi(AA%u, AA)

—p1)\2<A2922

2051

+a(ATT u, \?

v) N[ ATE o[ = A2py(fs, A*27 1),

In the same way, from equation (4.30), computing the inner product with \? A2%2=2y, definition

of A, and using equation (4.27), we have
— paNE(A% Ly A% Y g (N2 A%y, A% L) - BN (A%, A%y
—\? /OOO g2(8) (AP0, A22720)ds 4 N> /000 g2(A%29(5), A2~ dss
a(ANA%2 Ty NARTy) — a X A% |2 = N py(fy, A2 2.

Divide by f; the first equation, by (3, the second equation and performing the sum between both

we get

oI = 2 + By, XA ) + %@4921@, N A% fy)

B

+ LA o AT G) = XA %) — AT A )
1
p2)\2<A6‘2 1, AGQ 1f> )\2p2 <A6’2 1, A02 1, >+)\2<A927j A92 >
Pa Do
<)\A02 11} )\AOQ 1 > @)\2<f4’1429272u>
52 o
- Bi / 92(s)(N2A” (9(s) — v), A Pu)ds. (4.43)
2J0

Note that from equation (4.28) and (4.32), we obtain

=050 — fo+ fe(s)

U(s) —v= ) ;
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and therefore, integrating by parts we have
/ g2()(A"(I(s) — v), A2 Puyds = — / 95(8)(A%0(s), i~ A2 "2u)ds
0 0

* /OO 92(8) (A% (fo2 — fo(s)), iA T A*>2u)ds.
0
(4.44)

Substituting equation (4.44) in (4.43) and computing the real part we have

ﬁﬁum%—luw - %H)\AQG%IUHQ + %Rqu, AZAZ2 Ly 4 %Remez—la, A2 A% £,)
2 1 1 1
+ %Remez—lu, A2A%g) — %ReuA%—lu, %) — %A? Re(A%1p, A%=1,)
1 1 2
1 o0
— %RG(AQAQQ_%, A%l — ER@/O Gh(8)(N2A”29(5), iA "1 A2 72y ds
+ %Re(AA%—lU? )\A62_1u> . %A2R6<f4, A202—2u>
1 > / o\ — _
b Re [T 6 0%% (o~ fuls))in A s
0

Using Young’s inequality, suitable continuous embedding and estimates from Lemma 42 we

conclude

INA Tl < C (A% all[INA% o] + el AT A= 2ul®) + CXt (IFIIUT + 117 1)

(4.45)
On the other hand, from Lemma (49) item (i), for UT“ = 30, — 2 we have
INTAYE 2 < O (A% + | FIUN + IF ) (4.46)
and then, using equation (4.27) we conclude
INTTAR 22 < O (A2l + [FINU + 1P (4.47)

therefore, combine (4.47) with the continuous embedding D(A%~1) — D(A3%273), computing

¢ small enough, we have for estimate (4.45)
IAAP= " ul? < Cs (| A%l [N A%l + X FIIU + A F %) (4.48)
Furthermore, from equation (4.27) we can write using estimate (4.48):

A% P < AA% P+ | P

< Cs (| A= Hall|A2A% 0] + A FINUI + X))
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therefore, using Lemma 42 we have

JA% YAl < Cs (A A% 0] + NI F(IIU] + A F)?)
< NG (JJA%9])2 + | FINU+ 1 ENP)
< XG5 (|IFNUN+IIF)P) -

Item (ii): Furthermore, using Lemma 49 with 2t* = @, — 1 and applying item (i) from this
g 2 2

Lemma we conclude

1A%~ 2ul|* < C5 (A% all* + (1 EU1 + [17]7)
< XG5 (IFNIUN + 1E17) -

On the other hand, from equation (4.27) we have
A% 2all* < CsX* (IF U + 1 FIP) (4.49)
Applying again in the same way Lemma 49 with JTH = 0 and estimate 4.49 we have

4%l < C5 (1A% 44l + | FI U + | FI?)

< CGX (IFINUI +11E1%) -
Therefore, we can conclude from equation (4.27)
1A% < AOCs (IFIIUI + [1F1%) -
]

Lemma 51. In the same hypothesis of last lemmas, the solution of system (4.27)-(4.32) satisfy

the following estimates
(i) [ll* < CsIA= = (I ENTT + I1F1%),
(i) [[ol)* < CsIA = (| FINUN + [1F11%);
In particular, from Theorem 43 we have
U] < CsA=*2|| 7).
Proof. For items (i) and (ii) we will use

0:92(92—1)+(1—92)¢92
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Item () : From interpolation inequality and Lemma 50 we obtain
lall < C|l A% %] A%a|' =

. 92 1_‘92
< O\ (VIFTIOT+TFE) X0 (VIFTUT+ETP)

< CNTRVPNUN -+ P2

Item (i) : From continuous embedding we have
[o]I* < CllA™o|* < CIAPIFIITI < CI= = F|l[T]].
In particular, from Lemma 43 we have
IU]* < CsAO=*2| 7).

n
As mentioned, we are using the Theorem 16 to show our main result, Theorem 40. To finish,

let’s prove that iR C p(B).

Theorem 52. The operator B associated with Cauchy problem 4.10 has the property that 1R C
p(B).

Proof. Let’s suppose that iR ¢ p(B). Previously, we show that 0 € p(B), for this, if we consider
the highest positive number Ay such that | — iAo, iAo[C p(B), then i\ € o(B) or —i\g € o(B).
Firstly, let’s consider i\y € o(B) (in the same way for —i)\y € o(B)) and fixing a constant 6 > 0
with § < )¢ there exists a sequence of positive real numbers (\,),en such that 6 < A\, < Ao,

with \,, — Ao, and a sequence U,, = (uy, Un, Upn, U, N, Up) € D(B) with ||U,|| = 1 such that
|(iN, = B)U,|| = || Fnl] = 0, as n — co.

That is, if F, = ( fin, fons fan, fan, fon, fon) then

Antin — Tin = fin — 0 in D(A?),
IAntn — O = fon — 0 in D(A?),
ip1 Aty + Ay, + Diny + a(u, —v,) = p1fsn — 0 in Hi,
P2 AnUn 4 A20, 4+ Doty 4+ vy — ty) = pafan — 0 in  H,
il — Up + 05y = f5n — 0 in - My,
iy — Up + 050y = fon — 0 in Ma.
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finally, it may be concluded from Lemma 43 and Lemma 51
U2 < CslAal = (IFRlN Tl + [ Fal®). (4.50)
Thus, since A, < A\g and ||U,|| = 1 follows that
L= [[Ual® < CsA"™* (IIFull + |1Full?) — 0,

as n — oo, that is, absurd. So, we conclude iR C p(B). Following this way we have similarly

the same result for the other cases. n

4.4 Optimality of decay rates

Theorem 53. If we consider memory kernels exponentially decreasing in (4.5) then all the

polynomial decay rates found in Theorem 40 are optimal in the following sense:

(i) If both memory terms appear in the system (4.5) and at least one of the exponents 0,
0y is strictly less than 1, then the semigroup does not decay with the rate t=° for o >

1/(2 — 200), 60 = min{@l, 02}

(ii) If we remove the memory term from the second equation of (4.5), then the semigroup does

not decay with the rate t=° for o > 1/(6 — 6,).

(iii) If we remove the memory term from the first equation of (4.5), then the semigroup does

not decay with the rate t=7 for o > 1/(10 — 46,).

Proof. We are considering memory kernels exponentially decreasing, that is
gi(t) = vie ™ go(t) = e w1y >0, pg, e > 0. (4.51)

Thus, the first equation (respectively, the second one) of the system does not have memory term
when v; = 0 (respectively, vo, = 0).

On the other hand, we have that A is a positive self-adjoint operator with compact resolvent,
its spectrum is formed by positive eigenvalues that it is denoted by v,,,n € N, with ~,, — o0

and the corresponding unitary eigenvectors are (e,,) that satisfies the following equality

Ae,, = Ynen, len]] =1, neN.
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Let’s consider the family vectors given by I, = (0,0, ¢ie,, cae,, 0,0) where the constants

¢1,¢2 € R will be chosen later. The solution U = (u, v, @, 0,0, 1) of the system (iA] — B)U =

F’, can be consider in the follows way

tAu—u =0,
A — 0 =0,
iXG+ py {Aju 4+ Din + alu —v)} = crep,
iNo+ pyt {ASv 4+ Dot + v — u) } = cae,
iAn(s) + 9 (s) = 1,
iAI(s) + 0s0(s) = .

Note that, using the equations (4.52),(4.53), (4.56) and (4.57) we obtain

n(s) = u(l —e™),
and

I(s) = v(l — e ™),

(4.52)
(4.53)
(4.54)
(4.55)
(4.56)
(4.57)

Substituting these equations in (4.54) and (4.55) and using the definition of operator A; and A,

we have

PN — B Au + </ gl(s)e_mds) A%y — a(u —v) = prerey,
0

PN — By A%v + </ gg(s)e“‘sds) A2y — a(v — u) = pacaen,.
0

At this point we just are going to look for solutions of form

U= Kie,
k1, ko € C.

V= Koy

In this situation we will have the system

{p1>\2 — By —a+ (/ gl(S)e‘“SdS) 721} K1+ aky = prey,
0

{pg)\z — B2 —a+ (/ 92(8)€_i)‘5d8> 7292} Ko + k1 = paca.
0
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and therefore

) + L) “ (e (4.58)
a p2(N?) + LA™ | \ ko p2C2
where we are considering
p
pi(s) = pis— B —q,
p2(s) = p2s — Bon — @, (4.59)
I; = / gi(s)e™ds for j=1,2.
\ 0

Furthermore, choosing ¢c; = 0 and ¢y = p; ! the solution of the second component (from (4.58))
is
_ pi(N?) + LA

P1(A2)p2(X?) — 02 + p1 (X)L (M) + pa(A2) L (A) ! + Li(A) o (A)yn T2

where we will assign

K2 (4.60)
L) = W) LA, B) = W)L\, J3(A) = LA T2(A) 7, .

The polynomial p; (s)pa(s) — a? that appears in (4.60) can be rewritten by

P12 {32_ (52’)’721 i B1Vn n Oé(Pl+P2)) s+ (M_,_g) (52_72+ﬁ) _ a_2}’

P2 P1 P1P2 P1 P1 P2 P2 P1P2

whose roots are

2
B2va | Bivm o apitpe) B2v: B | alpi—p2) 402
" p2 + p1 + p1p2 - \/( p2 p1 + p1p2 > + p1p2
st = 5 . 4.61)

In this point we consider A := \,, = /s, so the formula in (4.60) becomes

() F L)
(A + (M) + Js(Mn)

Ko.n (4.62)

Introducing the notation a,, = b,, when the lim,, ., % is a positive real number, we check that

s~ 72 and consequently )\, &~ 7,. We will apply this notation to obtain the next results.

On the other hand, note that (from definition of p; and \,)

—p1(>\i> = - + + 5
P1P2

2 _ B B aloi—po) (52%% _ By oo — P2>>2 | o2
P1 P2 P1 P1P2 P2 P1 P1pP2

however as p; (A2)p2(A2) = o? we get

pt(A2) =42 and po(A?) =2 (4.63)
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Furthermore, using the expressions from (4.51) in /;, 7 = 1,2 we have

L()\) = . *(MjJri)\n)tdt: Vi ~ i)\il i—=1.92.
0= [ e R
Therefore
Ji () & A2 Ty (A = N30 () & v\, 202 (4.64)

If the two memory terms appear in the system we have v; > 0 and v» > 0. In view of

definition of Jy, Jo, J3, I1, I and p; (A?)pa(A?) = a? we can conclude that

()] : L)
lim ——=—=0,7=2,3, and lim ——Z"— =0, (4.65)
n=00 [ Jy(An)] n=oo [p1(A7)]

as a conclusion we have from (4.62)

o \1-205
A AL

Now if we assume that 6, < ¢, (the complementary case #; < 6, will be addressed later), then
we have 0y = min{6;,0,} = 0, and kg, ~ A\L72%. Therefore, if U, = (un, Vn, Un, On, o, )

is the solution of system (i\,,/ — B)U = F,, then we obtain

1T = 3 6all = 3" Allvall = 95 *Anrinn > X220,

for some ¢y > 0 and n large enough. In this moment if the semigroup of the system decays

polynomially with the rate =7 with 0 > 1/(2 — 26,), we have

oAy 2 < ULl < ON/IIIE] = oA 717 < C

. . 2-26p—1
which is contradictory because A;, ~° /7 5 50 when n — o0.

On the other hand, in the absence of the second memory term we have that 4 > 0 and
vy = 0. In this way from (4.62) (using the second result from (4.65) with (4.63) and (4.64)) we
get

Cpi(A2) + L) _m)

Koy = ~ SPaN 4.66
2 T0w) 0w (4.66)

In this point, we can conclude for U,, = (uy, Uy, Uy, Un,n,) solution of system (i\,] —

B)U = F,, the follows result

1/2, . 1/2 1/2 _
UL > 052 [0n]l = 23 Aallonll = o3 *Antinn > e1 X870,
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for some ¢; > 0 and n large enough. Furthermore, if the semigroup of the system decays

polynomially with the rate ¢t~ with 0 > 1/(6 — 6;) then we have

SN S U < ONFIR = a8 <

which is contradictory to the outcome of the A0y 0 when n — 0o,

Furthermore, choosing c¢; = ,01_1 , o = 0 and using A := A\, = /s, (from (4.61)) the

solution of the first component of the system (4.58) is

pa(A2) + Ir(\,) 720

Kinp = ) 4.67
MU () + B(An) + J5(An) 67
Since
shem = (ﬁl% N 2) <52_7 + 3) _
p1 P1 P2 P2 P1P2
we have that s, ~ ~,, and therefore \,, ~ 771/ ?. On the other hand we have
4 —40?
- +
P15 )P1\Sy ) = ) (4.68)
i (50 ) (52) p1p2
therefore
2 ; n Q _ 2 n « — 2 402
Z(N2) = Bovn Py n (pr—p2) \/(52% _ by n (p1 Pz)> .
P1 P2 P1 P1P2 P2 P1 P1P2 P1P2
B —40%/(prps)
2 _ 2 _ 2 4a2 7
BV _ Bim a(p1 — p2) N \/(52% _ B a(p1 p2)> | Ao
P2 P1 P1P2 P2 P1 P1P2 P1P2

and then we conclude that p;(A\2) ~ 7,2 ~ \,%. Furthermore, in view of p;(A\?)py(\?) = o?

we get p2(>\3) ~~ )\i. With this considerations we have
Ji(An) = AT () R A3 (N, & g\ 2200

If the two memory terms appear in the system we have v; > 0 and v, > 0. Taking into account

that

W) : :
lim =0,7=13 and lim ———+—
n—voo [Jo(An)] oo |pa(A7)]

|'[2(>\7’L>’)/362 | — 0’

we conclude from (4.67)
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In this case, if we assume that 6; < 6, then we have 0 = min{6;,60,} = 6, and r;,, ~ A\ ~2%.
Therefore, if U,, = (up, U, Un, On, N, Uy,) s the solution of system (i\,I — B)U = F,, then we

obtain
||Un|| 2 p}/2”un|’ = p1/2>\nl|unH = p1/2/\nl‘fl,n 2 52)\272907

for some €, > 0 and n large enough. In this moment if the semigroup of the system decays

polynomially with the rate ¢~ with o > 1/(2 — 26,) then we have

Ay 2 < ULl S ON/IIIE| = exdi 0717 < C,

S . 2-260—1
which is contradictory because A\, ~° /7 5 50 when n — o0.

On the other hand, in the absence of the first memory term we have v; = 0 and 5, > 0 and

therefore from (4.67) we get

. P2(>‘721) + ]2()%)’772192 - p2()‘i) o \9— 102

Kin = T ~ Ti00) (4.69)

In this case we are using v; = 0 and therefore if U,, = (uy, vy, Uy, Uy, U, is solution of system
(iAnI — B)U = F,, then we obtain from (4.66)

1/2 1/2

1T = pi Nl = 01 Anllunl] = p1/2>‘nf<@1,n > g AL0—40:

Y

for some €3 > 0 and n large enough. Furthermore, if the semigroup of the system decays

polynomially with the rate ¢t~ with o > 1/(10 — 46,), we have

SO <UL < OB = s <
10—462—1/c

which is contradictory to the outcome of the A, — 00 when n — oo. |

Remark 4. We can summarize all result in the following table:

Table 4.1: Wave-Plate equations results

memory dissipation Optimal decay rate 01 0o
just on wave 1/(6-61) 0,1] -
just on plate ¢—1/(10—462) - [0,1]
on wave and plate exponential decay =1 0y =1
on wave and plate | t~1/(2=2%) 0y = min{6,,6,} | 6y <landfy <1 |60 <landf, <1
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